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Copyright

This publication, including all photographs, illustrations and software, is protected
under international copyright laws, with all rights reserved. Neither this manual,
nor any of the material contained herein, may be reproduced without the express
written consent of the manufacturer.

Copyright © 2015 DataON Storage.

Trademarks

All product names used in this manual are the properties of their respective
owners and acknowledged.

Disclaimer

The information in this document is subject to change without notice. The
manufacturer makes no representations or warranties with respect to the contents
hereof and specifically disclaims any implied warranties of merchantability or fitness
for any particular purpose. Furthermore, the manufacturer reserves the right to
revise this publication and to make changes from time to time in the content
hereof without obligation of the manufacturer to notify any person of such revision
or changes.

Safety Measures

Computer components and electronic circuit boards can be damaged by dis- charges
of static electricity. Working on computers that are still connected to a power supply
can be extremely dangerous. Follow these guidelines to avoid damage to the
storage system or injury to yourself.

e Always disconnect power when carrying out work inside the unit.

e If possible, wear a grounded wrist strap when carrying out work inside the
unit. Alternatively, discharge any static electricity by touching the bare metal
chassis of the unit case, or the bare metal body of any other grounded
appliance.

e Hold electronic circuit boards by the edges only. Do not touch the components
on the board unless it is necessary to do so. Do not flex or stress the circuit
board.

e Leave all components inside the static-proof packaging until you are ready to
install the component.

Equipment Location

This equipment should only be accessed by SERVICE PERSONNEL or by USERS who
have been instructed about the reasons for the restrictions applied to the location.
Access is through the use of a TOOL or lock and key, or other means of security,
and is controlled by the authority responsible for the location.
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Guide Summary

This guidance is written in purpose providing users a general process in
the initial setup stages and configuration of DataON Clusters-in-a-Box
(CiB-9224). The configuration software (OOBE Wizard) is pre-installed in
our CiB-9224 and users can choose the most proper way to integrate the
CiB-9224 into their own storage environment.

About the content

This document is specifically targeted on software installation and
configuration of DataON CiB-9224 system. It does not convey the content
with administrative details such as assigning user permissions, Domain
and Active Directory configuration, setting up DHCP servers.

Declarations

This document is solely to provide users a quick and smooth guide in
starting deploying DataON CiB-9224 product. The appropriate software
vendor should be treated as the definitive resource for
Software/Operating System setup. Information conveyed by this
document is provided with the best intent, paradoxically DataON cannot
be held responsible for errors or omissions in associate with this
document.
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|. General Configuration Walk-through

CiB-9224 Cabling and initial setups
1. Asyou can see below, red arrows stand for the management ports* and the blue arrows stand
for networking ports. Please connect all the management ports and networking ports with
corresponding cables. The ports which are not noted below, can be disconnected.

Server Node

2% 2.5" (Tmm) SATA

2xPCl-a Gen.3 x8 Slots Boot Drive Slots

Management
Port (IPMI)

4xHDMin-S45  NODE 2

106G NIC Expansion Port

SFP+ Port

JBOD 126G SAS
Expansion Module

2. Prepare both nodes on screen as shown below. Please use node 1 to configure your CiB-9224 by
clicking “Yes” on the screen. Node 2 will imitate the configurations as you make on node 1
automatically from this point on. Hence, it is NOT necessary to switch between node 1 and node
2 in order to finish the configuration.*

::E CAUTION: Do not configure both nodes at same time, OS will
crash.

Settings

App language English (United States) v
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3. On next screen, click ‘l accept’.

Settings

d the license terms.
MICROSOFT SOFTWARE LICENSE TERMS

MICROSOFT WINDOWS SERVER 2012 R2 STANDARD

company tho:

By using the software, you accept these terms. If you do not accept them, do not use the software.
er for a refund or credit. | nnot obtain a refund there, ct Microsoft

eturnshtm.
d below, using some features also operates as your consent to the transmission of certain
standard computs on for Internet-based services.

*Troubleshooting: If users see a pop-up window as shown below, please go to page 54.

Set Up Windows

"8" The following error(s) cccurred:

Mo end points were found during node discovery.

Cannot establish communication with all remote nodes.

Automated setup cannot proceed until all remote nodes are accessible.
Ensure all rernote nodes are powered on and connected to the network.
As applicable, refer to the OEM product documentation for information

on available connection options.

After all remote nodes are turned on and connected, it may take several
minutes before Setup can resume.

Retry Cancel
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After approximately 30 seconds wait time, you will see the OOBE setup screen as shown below, please
make sure under “View Connection Status”, the connection status shows “connected”.

=8l DataON CiB-9224 Hyper-V Direct OOBE Wizard

DataCN Storage

12 More from DataON Storage There are more detail info in web site

View Connection Status

& Connect to remote nodes Connection Status Connected

Configure Networking

Afterward, under “Configure Networking”, users can find networking information for each of the 2
nodes. “NICO-Cluster” stands for the heartbeat™ cable pre-installed inside CiB-9224. “NIC1-Right” stands
for the networking port (the blue arrow) mentioned in page 5. Moreover, each node has a default
heartbeat IP address* (169.254.xxx.xxx) assigned by DHCP.

Configure Networking
&' Configure networking for node 1 (local) NIC1 - Right Not connected
NICO - Left IPv4 address assigned by DHCP, [PvE enabled
Cluster0 IPv4 address assigned by DHCP, IPvE enabled
5' Configure networking for Node 2 (169.254.208.242) NICO - Left IPvd address assigned by DHCP, IPv6 enabled
NIC1 - Right Not connected
Cluster IPv4 address assigned by DHCP, [PvE enabled

-The figure above shows the networking status when no net-working card is installed in CiB-9224.

Configure Networking

5_' Configure netwerking for node 1 (local) NIC1 - Right 1Pv4 address assigned by DHCP, IPv6 enabled
NIC2 - Left Not connected
Gigabit2 Not connected
NICO - Cluster IPv4 address assigned by DHCP, IPv enabled
Gigabit1 Not connected

5_' Configure networking for Node 2 (169.254.73.254) Gigabit2 Not connected
NICO - Cluster |Pv4 address assigned by DHCP, IPv6 enabled
NIC2 - Left Not connected
NIC1 - Right |Pv4 address assigned by DHCP, IPv6 enabled
Gigabit1 Not connected

- The figure above shows the networking status when two net-working cards are installed in CiB-9224.

*CAUTION: Please NEVER change the heartbeat IP address at this point because the change
may cause the 2 nodes can’t identify each other and resulting a system failure.

= *Note: All the IP addresses above can be found by typing command code “ipconfig.exe” in
\I\/“ “PowerShell” which is pre-installed in CiB-9224.

Page 7156



CiB-9224 Creating Hyper-V Virtual Switch
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To create a new Hyper-V environment, please click on button ‘Create virtual switches for Hyper-V’.

1.

m DatatiN Cifi-9224 Hyper-V Direct OOBE Wizard

DatalM Storage

B} hicee tram DiatalIN Starage There are mere detail il in veeb e

View Connection Status

& Connect ta remose nod Conmection Status.
Cenfigure Networking
Configure Settings

Tiene Zone

Wirtual Switch Status

[T -0800) Paciic Tame

Chster Name
Bamaln
lx:-':-e.f.-. s Ervor Reporteg Windows Ertor Reporting ot
§ Frubis Cuttumer Faperierce impismemend Brogum Cuntimmes Faperiente Improwement Progien Nt paticipating

S?_E, Create virtual switches for Hyper-V

Please select the option ‘Create Virtual Switches’ and click ‘Next’.

-
E@ Welcome Page
Steps:

Review and begin operations

Confimation

Create Vitual Switches

= Create virtual switches for Hyper-V Wizard = | -

This process will create virtual switches on each node. These virtual switches can then be used to create
Welcome Page Highly Available Virtual Machine(s). To continue, select the checkbox and then dlick Next.

e | [

Create Vitual Switches
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2. Confirm settings and select ‘Create’.

@ Review and begin operations
Steps:
To configure the nodes with the following settings. click Create:
Welcome Page
Review and begin operations.
beg Settings:
Confimmation -
< D]
<Previous || Create | [ Cancel
I| =

3. Finished and click ‘Close’.

ﬁ Confirmation
e

Steps:

Welcome Page: i The Create vitual swiches for Hyper-V Wizard has successfuly completed
Each noda now has 2 vl swtch that can be usad.

Review and begin operstions 2

Confimation

Tasks |Erom
St

Task
{8 Configure vriual swhches on local and remate nod . Success
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4. Once virtual switch is created, NIC1 (blue arrow), the networking port, will be connected to the
virtual switch as shown below. Thus, “NIC1-Right” in the picture is shown ‘not connected’.

il DataON CiB-9224 Hyper-V Direct OOBE Wizard
—_

DataON Storage

& More from DstaON Storsge There are more detail info in web site

View Connection Status

& Connect to remote nodes Connection Status Connected

Configure Networking

5_' Configure networking for node 1 (local) NIC1 - Right Not connected
NICO - Left Not configured
Clusterd 1Pv4 address assigned by DHCP, IPv6 enabled
vEthernet (ICT Virtual Switch -0y 1Pv4 address assigned by DHCP, IPv6 enabled
K Configure networking for Node 2 (169.254.208.242) NICO - Left Not configured
NIC1 - Right Not connected
Clusterd 1Pv4 address assigned by DHCP, IPv6 enabled
vEthernet (ICT Virtual Switch -0y 1Pv4 address assigned by DHCP, IPv6 enabled

@ *Troubleshooting: If the process shown above was interrupted or failed and you have
‘ N to restart the system, you will need to provide a default password in order to log in
after the restart. The default password is: ‘dataon_2012V

*CAUTION: We recommend to use extra network adapter to teaming, please don’t use
onboard NIC 1 and NIC 2 teaming.
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CiB-9224 Creating Cluster name and domain
1. Afterward, users need to create a cluster name and a domain by clicking the button ‘Provide
cluster name and domain’

il DataON CiB-9224 Hyper-V Direct OOBE Wizard
—

8, create virtual switches for Hyper- Virtual Switch Status Configured
.
30 Frovide cluster name and domain Cluster Name Not configured
Domain Not configured
ag’ Enable Windows Error Reporting Windows Error Reporting off
W Enable Customer Experience Improvement Program Customer Experience Improvement Program Not participating

Provision Cluster Storage

{% Create a storage pool Available Disks: 3 physical disks

Storage Pools: None
T crese
Tl creste volumes

Deploy the Cluster

ks and volumes Volumes: None

Cluster-Aware Updating

':Lrﬁ! Provide cluster name and domain

2. To create existing domain for Hyper-V, please select ‘Create a new domain controller to use’ and
click ‘Next’.

= Configure Domain and Cluster Settings == -
(=
E:} ~  Domain Enablement Information

Steps:

This wizard allows you to create the first domain controller in your network. f you have an existing
P EE T rED domain, you can still use the wizard to create a failover cluster

EULA Acceptance O Use an existing domain

Domain Corttraller Details

) Create a new domain controllerto use
Computer IP Address

Specify the Cluster
Management Name:

Change the Local Administrator
Password

Review Seftings and Create
Domain Cortroller

Corfirmation

Provose | [ et

(® Create a new domain controller to use. T
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3. Select ‘l Accept’ and click ‘Next’.

a End User License Agreement

Stepa: mmeuvsvinunlwu:hmrmm about to create for use as a domain controller has an
End User License Agreament (EULA), please mmwmnmwmm
‘continue.

Domain Enctiement omation | B mEaa e s chores

EULA Acceptance
Domain Controler Detais.
Compuier IP Address
Speciy the Cluster
Management Name

[ | Accept

Change the Local Administrator
Password

Review Settings and Create
Domain Controler

Confimation [%

<Prvios || Nem> | [ Cancal

9 1 s

4. Provide your domain name and set-up password for domain controller. Please change a
different password from the default OEM password ‘dataon 2012!"” When completed, click
‘Next’.

ﬁ Domain Controller Details
Steps:

*fou are going to create the forest and the fist domain controller in the network in a vitual

machine. Please provide the name of the domain cortroller DNS name, domain controller

NetBIOS name. domain controller computer name and domain controller Administrator password.
The name of the wrtuzl maching wil be s3me as the name of the computer.

Domain Enablement Informaticn

ELILA Acceptance

Domsin Controler Detais

Compuer IP Addesa S

Specty the Cluster .

WMaragement Name |=b com | [ Generate E:v:’\ NetBIOS iame and

Change the Local Administrator  Domain NetEIOS name
Password |LAE

Review Settings and Create

Demain Controler Computer name
Confimnatian |Lag-0c

Administrator password

[seveerverees |

Administrator confirm password

[sesververser |

<Prvios || Nea> |[ Cancel

Administrator password

Roat domain name Administrator confim password

Ish dataonstorsoe com | |-uuun---- |
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5. Provide a non-in-use IP address for the domain controller and then select ‘Next’. At this point,
we recommend that only NIC1 ports (blue arrows) and Management ports (red arrows) are
connected for simplicity of setup. NIC2 ports (no arrow denoted) can be disconnected.

A

Flz Computer Network Information

Stem. Prowide 8 statc IPvd o P wiiual machine. Ths IP pd: by
orls subret for all neddes. Fyou b DHCP server, roserve this P address
fior the domain controler virtual maching.

Dceraen oot rdcmctar

EULA Accaptarcn 152 163 7 350

Dhernain Cordroar Oekads
Computer P Address
Soeciy the Cluster
Management hame

Change the Local Administrator
Fasrwors

Fleview Selfirgs o Cinate.
Dhernian Certrler

Cerdrmagan

2% PCl-e Gen.3 8 Slots

SFP+ Port

[ePevoa || Mwes | [ Cace |

Management
Port (IPMI)

Server Node

2% 2.5 (Tmm) SATA
Boot Drive Slots

JBOD 12G SAS
Expansion Module

NODE 2

[152.168.7.250)

Mext =

6. Next step, enter a cluster management name and if needed, re-name node(s). Once completed,

select ‘Next’.

3}@ Configure Domain and Cluster Settings

=i

E:}z Specify the Cluster Management Name

Steps:
Specfy the cluster managemert name and change node names as nesded

Domain Enablement Information

Cluster managemertt name
EULA Acceptance

[ooee]
Domein Controller Details
Computer IP Address [ Change node name
Speciy the Cluster
Management Name Node 1 focal) name:
Change the Local Administrator COBEN1
Password

Review Settings and Create Nods 2 (169.254 208 242) name
Domain Coriroller SoBEN2

Corfimation

< Previous ‘ ‘ Next >

| [ cancel

Cluster management name:

|OOBE

Mext =
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7. Specify a password for the local administrator and then select ‘Next’. This new password will be
applied to each node after reboot.

=

Steps:
Domain Enablement Information

EULA Acceptance
Domain Cortroller Details
Computer IP Address

Specify the Cluster
Management Name

Change the Local Administrator
Password

Review Settings and Create
Domain Cartroller

Confirmation

Configure Domain and Cluster Settings

-
E:}f Change the L ocal Administrator Password

Speciy a new password for the local Admiistrator accourt. The new password will be

applied to each server node

New password:

Confirm password:

—I:I-

« Previous ‘ |

Next >

‘ | Caneel

‘Create’. Creation of domain controller may take up to 20 minutes.

= Configure Domain and Cluster Settings =)= -
=
E“} ~  Review Settings and Create Domain Gontroller
Steps:
To create and configure the domain with the following settings, click Create
Domain Enablement Information
ELLA Acceptance Domain settings:
Domain Cortroller Details [Roct domain name: ~
lab15.dataonstorage com
Computer IP Address Domain NetBIOS name:
; LAB1
Specify the Cluster Computer name:
Management Name LAB15-DC
Change the Local Administrator ~|Vital machine name
Pasaword LAB15-DC
Static P address:
Review Settings and Create 100471 =
Domain Controller Cluster domain:
lab15.dataonstorage com
Confirmation Cluster name:
00B
Mode 1 focal) rame:
BE-N1
Node 2 (169.254.208.247) name:
QOBE-N2
Local Administrator password
Accourts added to local Administrators group:
LAB15\Administrator v
< m >
< Previous ‘ ‘ Create | ‘ Cancel

Create

8. Confirm settings for create and configure of the domain controller. When completed, select
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9. Once completed, select ‘Close’.

i
& Confirmation
Steps:
@k Corfigure Domain and Cluster Settings Wizard has sucoessfully completed. You
Dotieso Eruticoant Winiceitn 0' must restent =l nodes fter closing the wiz=rd
EULA Acceptance
Domain Controller Details | Tasks [Emors |
Computer [P Address [ Task Satus B
Spacify the Cluster ﬂ{h-.dm; environment Success
Management Name OConﬁwem\ switches on local and remote nod...  Success
Change the Local Administrator oﬁeaeme vitual machine Success
Password 18 St the vittual machine Success
. . {8 Frepare the viftual machine Success
E:.:: m!w 1% Fromote the domain cortrober Success =
Confem Qvatdaeme domain controller Success il
o e‘Cmfn.lE domain controder Success
{8 Save the user setiings Success
'Join domain: Remate nodes Success
'Join domain: Local node Success
@ Updste Adminsiators group: Remats nodes Success |
18 Updste Administrators group: Local node Success
@ Change local Administrator password: Remate nod .. Success
20.»;; local Administrator password: Local node  Success
mmms mads o Damate sndas C.immmnn 8
Close

10. Upon completion, the wizard will ask to restart both nodes. Click “OK” to reboot (the remote
node will reboot automatically; users do not need to switch between nodes to complete the

restart)
E | Configure Domain and Cluster Settings el o
Stepes:
3 . (lh Confioure Domain and Chuster Settngs Wizard hes successh ed. Y
Domein Enablement kfommation 0' S otk ol ioviem ol clougi e sasarl: K8 coavies2 Tod
EULA Acceptance
Domain Controller Details | Tasks | Erore
Computer IP Address Task Status ~

Speciy the Cluster T z I
Management Name

Change the Local Adm)
Password

Al nodes are waiting for 2 restart. Confirm that you want to restart all
Review Settings and nodes now.

Diomain Corntrofler =
Confemation

T e

Q‘Lbdat,e Administrators group: Remote nodes Success

& Update Administrators group; Local node Success | |

{0 Change local Adminisiraior password: Remote ned... Success
@ Change locsl Administrator password: Locsl node  Success

PR sl s Gt madan, Commana

*Note: After you have created domain and set the name of the node, you may change
heartbeat NIC to static IP address.

o
e e

Gacoccesoonol

Page 15156



data

CiB-9224 Creating Storage Pool

Once on login screen, login with the new password you set-up on page 14.

LAB\Administrator

=8 Windows Server2012R2

1. Inthe following step in OOBE Wizard, please select ‘Create a storage pool’.

@ DataON CiB-9224 Hyper-V Direct OOBE Wizard

DataON Storage

122 More from DataON Storage There are more detail info in web site

View Connection Status

& Connect to remote Connection Status Connected
Configure Networking

Configure Settings

Set time zone Time Zone (UTC-08:00) Pacific Time (US & Canada)

,‘;'n‘?_J Create virtual switches for Hyper-V Virtual Switch Status Configured

B provide cluster name and domain Cluster Name OOBE

Domain 3b0.dataonstarage.com
'!‘:,’ Enable Windows Errer Reporting Windows Error Reporting Off
W Enable Customer Experience Improvement Program Customer Experience Improvement Program Not participating

-
;ﬁ’ﬁ Create a storage poo

16 | 56
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2. Please create a pool name for the storage pool, optional description and assign a group of
available disks for the storage pool. When completed, select ‘Next’.

E DataON CiB-9224 Hyper-V Direct OOBE Wizard
Specify a storage pool name and subsystemn
Canfig
Before You Begin HName: pesi|

o I

a Description:

= e Physicel Disks

gf'e ‘Select the group of avarlable disks [#iso knovwn 8.8 pimordual pool] that you want to use:

"! Pre Managed by Avaiable to Subsystem Primordial Pool
- z OOBE-N1, OOBE-N2 OOBE-N1, OBE-NZ Soesge Spacet Primcedial
w End

-[ Eng

Pravis|
L

Pool Name: pooll

3. Select physical disks you would like to assign for the storage pool*. OOBE is unable to delete
pools at this time. When completed, select ‘Next’.

Select physical disks for the storage pool

Before You Begin Select physical disks for the storage pool, and choose whether any disks should be aliocated as hot spares that replace failed
disks,

Storage Pool Name
Physical disks:

G [¥ Siot Name

Confirmation
Total selected capacity: 298TB
0 Selecting these disks will create 8 shared pool,

Mead =
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4. Confirm selections. When completed, select ‘Create’.

e
N

]

Initial Configuration Tasks

! DataON CiB-9220 Hyper-V Direct OOBE Wizard

8 Windows Server 2012R2

P

3 nfirm ti
@ rowead Confirm selections

By e i

B Erovie cum

Provision Cl

Pl

T create i
a Create volu
Deploy lhe-
& Validate an

[] Da not show tf

Before vou Begin
Sterage Pool Nams

Physical Disks

STORAGE POOL LOCATION
Server:

Cluster role:

Storage subsystem:

STORAGE PODL PROPERTIES
Name

Capacity:

PHYSICAL DISKS
PhysicalDiskc] (S0406-1-N1)
PhysicalDiskcs (S0406-1-N1)
Py sicalDiskch (S0406-1-N1)
PhysicalDisk3 (S0406-1-N1)
DhysicalDisk? (SO406-1-N1)
10 (S0406-1-N1)
(S0406-1-N1)
4 (S0406-1-N1)
PhysicalDisk11 (S0406-1-N1)
PhysicalDiskc12 (SO406-1-N1)

50406-1-N1
Not Clustered
Storage Spaces

pooll
94678

Confirm that the following are the corract settings, and then click Create

Create

dataorr

*Note: If users create a tier-storage, please notice that you need you assign the SSDs and
HDDs in the same pool.

5. When completed with storage pool, select ‘Create a virtual disk when this wizard closes’ and
click ‘Close’.

View results

You have successfully completed the New Storage Pool Wizard.

Task Progress Status

Gather information IS Completed

Create storage pool I (ompleted

Update cache I Completed.

[ Create & virtual disk when this wizard closes R_
<Previous | | Neat> |

[ [ ne
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CiB-9224 Creating Virtual Disk (Failover Witness Volume)

1. Click ‘Next’.

Before you begin

This wizard helps you create a virtual disk from a storage posl.

A virtual disk is a collection of one or more physical disks from a previously created storage pool.
The layout of data across the physical disks can increase the reliability and performance of the
virtual disk:

To continue, click Next.

[[] Don't show this page again

< Previous Mext > Create Cancel

2. Select your storage pool and then click ‘Next’.

Select the storage pool

Before You Begin Storage pool:

Pool Name Managed by Available to Capacity  Free Space

Virtual Disk Name OOBE-N1, OOBE-... OOBE-N1, OOBE-... 245TB 245TB

Storage Layout

<] ] | 3

<pravious | [ MNext> | | creste | [ cCancel |
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3. Specify your virtual disk name and optional description. For “Failover Witness volume”, you
don’t need to select “tier storage” option. When completed, click ‘Next’.

n New Virtual Disk Wizard - [l
Specify the virtual disk name
Before You Begin Name: Q
© Description:
t of the most fraquently acc SS0)
1 To use storage tiers, the storage pool requires a minimum of one autematically allocated
physical disk of each media type (SSD and HDD).
: : Mext >
Create a Failover Witness Volume named : Q

*CAUTION: Please at least create two virtual disk, one for quorum disk and one for data disk
to create cluster.

4. Specify your storage layout. There are 3 options: Simple, Mirror or Parity. Select one and click
‘Next'.

Simple Layout:

New Virtual Disk Wizard

ST 0] - New Virtual Disk Wizard [= | = .
Select the storage layout Specify the provisioning type
Layout: Description: Before You Provisioning type:
et Data is striped across physical disks, maximizing capacity and Thin
Miror :;‘)‘f;‘r:;:'::;“:':::; ;"“A'E dj:;“::'d"zu’;‘?z“%:; ;[::.%:m ‘The volume uses space from the storage pocl as needed, up ta the volume size.
Parity 2 disi faiure. ' e,
The volume uses space from the storage pool equal to the volume size.
i
[[
<Previous | | Newt» Cancel [ <Previous | [ Next> [ Concal |
« . . . ‘ 7
Please select the provisioning type. When completed, click ‘Next’.
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| For “Simple Layout”, users can NOT choose “Resiliency Settings”. The OOBE wizard will skip
:\I\O/v the step to “Provisioning”

- Parity Layout

New Virtual Disk Wizard [= (=[]

New Virtual Disk Wizard [= =)

Select the storage layout Configure the resiliency settings

Layout:

Description: Resilency type:
Simple Data and parity information are striped across physical disks b & Sinole parity
e increasing reliabilty, but somewhat reducing cagacity. This oyl
e e e e T o copes of your data, helping protect you from 3 single disk falure. Ths option
Pariyy 2 single disk failure and 3t least seven disks 10 protect you from Feqirecae |sacyvine Sk
Simple o disk filures.
Mirrar

) Dual parity
Stores three copies of your dats, helping protect you from twa simultaneaus disk falures.
Parity [\\S This option requires at least five disks.

[<Pmvon | [ o> = Hexi»

| xa As for “Parity Layout”, users can choose from “Single Parity” and “Dual Parity” as their options
'\I\O/' for “Resiliency Settings”.

- Mirror Layout

= New Virtual Disk Wizard = [ New Virtual Disk Wizard [= =)
SelBct the stor age layout Configure the resiliency settings
Layout: Description: Resiliency type:
Simple Data is duplicated on two or three physical disks, increasing 6 i s
e reliability, but reducing capacity, This storage layout requires at = d
haroe. least Fvo i to prokect you from a single cisk fadare or ot Stores twa copies of your data, helping to protect you from a single disk failure. This option
Parity least fve isks o protect you from two simulianeous disk requires atleast two disks.
Simple failures.
Mirrar t your data, helping to protect you from two simultar
Parity least five disks.
A
E
< Previous | | Next> Cancel < Previous | | Next»> Cancel

| xa As for “Mirror Layout”, users can choose from “Two-Way Mirror” and “Three-Way Mirror” as
;\I\O/v their options for “Resiliency Settings”.

: e Note* Select proper resiliency type and click “Next”. In this documentation, we use
;\I\/“ ‘Mirror’ layout as our example.

For further information about the layout types, please refer to:
https://technet.microsoft.com/en-us/library/jj822938.aspx
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5. Select the virtual disk’s provisioning type. When completed, click ‘Next’.

Specify the provisioning type

Before You Begin Provisioning type:

Storage Pool CThin

e ©1ha:nlume uses space from the storage pool as needed, up to the volume size.
e

Storage Layout The volume uses space from the storage pool equal to the volume size.

Resiliency Settings

Pro ng

Size

Li] Storage tiers require fixed provisioning.

<Previous | [ Next> | | creme | [ Cancel

Mext = |

6. Specify size of the virtual disk. When completed, click ‘Next’. The system will automatically
assign the virtual disk which has the smallest volume to be the ‘Failover Witness VD’, please
make sure you assign proper volume to your virtual disks.

Specify the size of the virtual disk

Before You Begin Free space in this storage pool: 1.23 TB
Storage Pool ® Specify size:

Virtual Disk Name 8 [ee [+]
Storage Layout

Resiliency Settings ) Maximum size

Provisioning

Confirmation

0 The virtual disk might take additional space to create a write-back cache.

<Previous | [ Nest> | | Creae | [ Cancel

Mext =
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7. Confirm settings on the virtual disk. When completed, click ‘Create’.

Confirm selections

sefore You Begin Confirm that the following are the correct settings, and then click Create.

Storage Pool
VIRTUAL DISK LOCATION
Virtual Disk Mame

Server: COBE-N1
Storage Layout Subsystem: Storage Spaces
Resilizncy Settings Storage pool name: pooll
Provisioning Status: OK
§ Free space: 245TB
Size

VIRTUAL DISK PROPERTIES

Name: Q

Storage tiers: Disabled
Storage layout: Mirror
Resiliency type: Two-way mirror
Provisioning type: Fixed
Requested size: 8.00 GB

<Previous | [ Net> | [ creste || cancal

Create

8. Upon completion of creation of virtual disk, select ‘Create a volume when this wizard closes’ and

click ‘Close’.

View results

The New Virtual Disk Wizard successfully completed.

Task Progress Status

Retrieve pool read/write node M (ompleted
Gather information Completed
Create virtual disk I Completed
Rescan disks Completed
Initialize disk — ormpleted
Update cache Completed

Create a volume when this wizard closes

<Previous | [ Next> | [ Close |[ Cancel

Close
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9. Click ‘Next’.

Before you begin

This wizard helps you create a volume, assign it a drive letter or folder, and then format it with a file
system.

Server and Disk

You can create a volume on a physical disk or a virtual disk. A virtual disk is a collection of one or
more physical disks from a previously created storage pool. The layout of data across the physical
disks can increase the reliability and performance of the volume.

To centinue, click Next.

[ Don't show this page again

<previous | [ Net> | | cCreate | [ cCancel

Mext =

10. Select your server and disk to create your volume disk from. When completed, click ‘Next’.

Select the server and disk

Before You Begin Server:
Provision to Status Cluster Role Destination
4 Size COBE-N1 Online Not Clustered Local
OOBE-N2 Online Mot Clustered Local
Disk:

Virtual Disk | Capacity = Free Space | Subsystem

200 GB Storage Spaces

<Previous | [ Nest> | | Creae | [ Cancel

Mext >
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11. Specify the size of the volume disk. When completed, click ‘Next’.

Specify the size of the volume

Before You Begin Available Capacity:  7.97 GB

Server and Disk Minimum size: 8.00 MB

Volume size: 7.97 [ee [~]

Drive Letter or Folder

<Previous | [ Next> | | Create | [ Cancel

Mext =

12. At the step shown below, select ‘Don’t assign to a drive letter or folder’ if users need to add
virtual disks under cluster-shared volume and the letter assigned here will disappear.

=1 (loc
Assign to a drive letter or folder
Before You Begin Select whether to assign the volume to a drive letter or a folder. When you assign a volume to 3
folder, the volume appears a5 a folder within a drive, such as DiUserData.
Server and Disk
&2 (M8 = Assign to:
Drive Letter or Folder O Drive letter:
File System Settings (O The following folder:
E— -
@ Don't assign to a drive letter or folder,
erV
ain
ng
<Previous | | Net> | | creste | [ Cancel
nprove
Mext =
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13. Specify file system settings as NTFS for the volume disk. When completed, click ‘Next’.

- DataON CiB-9220 Hyper-V Direct OOBE Wizard

—

Initial Configuration Tasks

8 Windows Server 2012R2

ST o

T o T T S IO

[ R —— _

;ﬂ Provide cluster name and o

B rcbic Windows rror Repd

W Erable Customer Exparind

Provision Cluster Storagy

ﬂ Craste a storage pooi

a Create disks and volumes
P crete voumes
Deploy the Cluster

B2 vaticote and creste the dig

L Do ot

Select file system settings

Before You B

Server and Disk

Sze

Deve Lamier or Foldar

Confirmation

Alocaion unit size: | Deleult -
Volume labek New Volume

[[] Generate short file names (not recommendad)

Short fie names (8 charcters with 3-character extensions) are required for some 16-bit
spplications running on client computers, but make fle operstions siower.

o

‘

<Povoss | [ Net> | | crete
"

Mext =

14. Confirm settings for the volume disk.

Before You Begin
Server and Disk
Size

Drive Letter or Folder
File System Settings
Confi

Create

Confirm selections

Confirm that the following are the correct settings, and then click Create.

VOLUME LOCATION
Server:

Subsystem:

Virtual disk:

Disk:

Free space:

VOLUME PROPERTIES
Volume size:
Drive letter or folder:

Volume label:

FILE SYSTEM SETTINGS
File system:

Short file name creation:

Allocation unit size:

When completed, click ‘Create’.

QOBE-N1
Storage Spaces
Q

Disk 4

797 GB

797 GB
Don't assign to a drive letter or folder.
New Volume

NTFS
Disabled
Default

<previous | | Net> | [ creste || cancel
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15. Upon completion of the volume, click ‘Close’.

1 | New Volume Wizard - [o [
Completion

You have successfully completed the New Volume Wizard

Task Progress Status

Gather information C d

Create new partition C d

Format volume c d

Add access path C d

Update cache C d

Close

At this point, you have created a Failover Witness Volume for your system successfully. In the following
steps, we will show you how to create virtual disks and volumes, including how to setup a tier-storage
virtual disk.
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CiB-9224 Creating Virtual Disks and Volumes (including tier-storage setup)

In the following section, we will show you how to create Virtual Disks and
corresponding Volumes of each disk. Users can create as many Virtual Disks as
needed according to the instructions below.

1. On OOBE, click ‘Create disks and volumes’ to create your data volume.

DataON CiB-9224 Hyper-V Direct OOBE Wizard

e Wi v g
@) Provide cluster name and domain Cluster Name OOBE
Domain labd.datacnstorage.com
By rable Wiindows Error Reporting Windows Error Reporting Off
W Enable Customer Experience Improvement Program Customer Experience Improvement Program Not participating

Provision Cluster Sterage

JTﬁ Create a storage pool Available Disks: None
Storage Pools: None
Jﬁ Create disks and volumes Volumes: None

Deploy the Cluster

T
'1}1 Validate and create the cluster Cluster Status Not created

Cluster-Aware Updating

&, Use cluster-Aware Updating to
and then open firewall por

ster secure and up-to-date Automatic Updating: Waiting for cluster

ﬂ‘% Create disks and volumes

2. Click ‘Next’.

0 New Virtual Disk Wizard EEIEN]
Before you begin

T This wizard helps you create a virtual disk from a storage pool.

Storage Pool Avirtual disk is a collection of one or more physical disks from a previously created storage pool.
The layout of data across the physical disks can increase the reliability and performance of the
virtual disk.

To continue, click Next.

[] Don't show this page again
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3. Select storage pool. When completed, click ‘Next’.

Before You Begin

Wirtual Disk Name

Select the storage pool

Storage pool:

Paol Name Managed by Available to Capacity  Free Space

OOBE-N1, OOBE-N2 OOBE-N1, OOBE-N2  245TB 24478

L<] ] I [>]

<Previous | | Mext> | | Create | [ Cancal |

dataorr

4. Specify virtual disk name and optional description for the data volume. Mark ‘Create storage
tiers on this virtual disk’ if users need storage tiers on VDs. When completed, click ‘Next’.

w Enable Win

(Ml Enable Cust

Provision Cl

e

ﬁ Create disks
ﬂ Create vohu

Deploy the

B vatiste an
Cluster-Awal

8, Ui Cluster

secure and

enable upd.

TP Prowide Cusiet name and Gomain

Specify the virtual disk name

Before You Begin
Sterage Pool

storage Layout

Cluster Name SU0-T

Name: Data

Description:

[#] Create storage tiers on this virtual disk
Storage tiers enable automatic movement of the most frequently accessed files to faster (35D)
storage.

D You cannot remove storage tiers from a virtual disk after it is created.

o

[T] Do not show this window at the next logon.

[V Create storage tiers on this virtual disk

Storage tiers enable automatic movement of the most frequently accessed files to faster (S50)

storage.
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5. Select storage layout for the data volume. When completed, click ‘Next’.

Select the storage layout
Before You Begin Layout: Description:
TR Simple Data is duplicated on two or three physical disks, increasing
reliability, but reducing capacity. This storage layout raquires at
Virtual Disk Name . least two disks to protect you from a single disk failure, or at
Parity least five disks to protect you from two simultanaous disk

failures.

Resiliency Settings
<Previous | | Newt> | | create | [ Cancel

6. Select resiliency settings for the data volume. When completed, click ‘Next’.

Configure the resiliency settings

Before You Begin
Storage Pool

Virtual Disk Name

Storage Layout

Resiliency type:
®) Two-way mirror
Stores two copies of your data, helping to protect you from a single disk failure. This option
requires at least two disks.
) Three-way mirror

Stores three copies of your data, helping te protect you from two simultaneous disk failures,
This option requires at least five disks.

<Previous | [ Next> | | Create | [ Cancel

dataorr
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7. Choose the provisioning type for the data volume. When completed, click ‘Next’.

Specify the provisioning type

Before You Begin
Storage Pool
Virtual Disk Name

Storage Layout

Resiliency Settings

Provisianing type:
OThin

The volume uses space from the storage pool as needed, up to the volume size.
@ Fixed

The volume uses space from the storage pool equal to the volume size.

<previous | [ Next> | | creste |[ Cancel

Mext =

8. Specify the volume* of SSD and HDD that you wish to assign for the virtual disk respectively.

When completed, click ‘Next’.

By oo win

il Enable Cust

Provision Cll

ﬁ Create a stof

[ ——
W crente voiu

Deploy the

a Validate an

Cluster-Awal

8, Uee custer

secure and
enable upd;

T Frovide cluslet name and domain

Specify the size of the virtual disk

Befors You Begin
Storage Pool
Virtual Disk Name
storage Layout
Resiliency Settings
Provisioning

Confirmation

Cluster Name SOA06-T

Free space in this storage pool: 4,62 TB
Specify how big the two tiers of your virtual disk should be.

Faster Tier (SSD) Standard Tier (HDD)
Free space: 272 GB Free space: 4456 GB
) Specify size: O Specify size:
Fir) |8 |~ 4456 |ee [~
@ Madmum size @ Maximum size
Virtual disk size: 4.62 T

0 The virtual disk might take additional space to create a write-back cache.

< Previous Next > i Create

L

[T] Do not show this window at the next logon.

Mext =
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*Troubleshooting: we have seen an issue that users may occasionally encounter as the figure
shown below. Please refer to page 48 for troubleshooting.

ould not retr

Before You Begin
Storage Pool
Virtual Disk Name
Storage Layout

Resiliency Settings

Provisioning

Specify the size of the virtual disk

Free space in this storage pool: Loading..

Specify how big the two tiers of your virtual disk should be.

Faster Tier (SSD)

Free space: Loading...

@) Specify size:

[s8 [-]

O Maximum size

Standard Tier (HDD)

Free space: Loading..

|® Specify size:

O Maximum size

Virtual disk size:

O The virtual disk might take additional space to create a write-back cache.

< Previous | |

Next> | [ Create | [ Cancel

9. Confirm settings and volume assignment. When completed, click ‘Create’.

TP Provioe cluster name and goman Tigster Name SOR0E-T |
B e wind]  Confirm selections
“. Ehsabia st Before You Begin Confirm that the following are the correct settings, and then click Create.
(M Ensbie Cust
torage Pool
i VIRTUAL DISK LOCATION
Virtual Disk Name Za S0406-1-N1
Storage Layout Subsystem: Storage Spaces
Provision Cl Storage pool name: poall @
Status: Degraded
ﬁ Create a stof Free space: 945TB
VIRTUAL DISK PROPERTIES
T creste disid Name: Data
% Storage tiers: Enabled
Wl creste vota Storage layout Mirror
Resiliency type: Tivo-way mirrar o
Deploy the Provisioning type: Fixed @&
Requested size: 462TB
a Validate an: Faster (S5D) tier size: 272GB
. . Standard (HDD) tier size: 435 TB
Cluster-Away (™
B se cuuster
secure and f
cnable upd [ Nen» L
[[] Do not show this window at the next logon,

Create
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10. When completed, select ‘Create a volume when this wizard closes’ and click ‘Close’.

View results

The New Virtual Disk Wizard successfully completed

Task. Progress Status
Retrieve pool read/write node

Gather informaticn
Create virtual disk

Rescan disks

Initialize disk
Update cache

I R R R R}

| Create a volume when this wizard closes

<Previous | | Net> | [ dofx || Cancel

11. Then, users need to create volume for new virtual disk created. Click ‘Next’.

Before you begin

Server and Disk

This wizard helps you create 3 volume, assign it a drive letter or folder, and then format it with a file
system.

Vou can create 3 volume on a physical disk or a virtual disk, A virtual disk is a collection of one o
more physical disks from 3 previously created storage posl. The layout of dats across the physical

disks can increase the reliability and performance of the volume.

To continue, click Next.

[ Den't show this page again

<Previous | [ Nest> | [ create | [ Cancel

Mext >
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12. Select your server and disk to create your volume from. When completed, click ‘Next’.

O Frovide custer name and domain Clusier Name SEDe-T ~
Domain lab datsonstarage.com
By covie Windows|
Select the server and disk
1M Enable Customey
Before You Begin Server
Provision ta Status Cluster Role Destination
== S0406-1-N1 Online NotClustered  Local
Provision Cliste & S0406-1-N2 Online NotClustered  Local @
T T—
m Create disks and|
[ A
=
Deploy the Clus Y
% Validate and cred
Cluster-Aware Uj Y
BB use cluster-dva
secure and up-t:
enable updating ol
< Previous | | Neat> l,g creste | [ Ganest
[] Do ot show this

Mext =

13. At the step shown below, select ‘Don’t assign to a drive letter or folder’ since users need to add
virtual disks under cluster-shared volume later and the letter assigned here will disappear.

£ 1 {lx
Assign to a drive letter or folder
Retoes You Begin Select whether bo sssign the volume b0 a drive hetter ar 8 Folder. Wihen you assign 8 volume 10 8
feider, Appearsaca ithin a drive, such as
" Server and Cisk
&2 M3 the Basign toc
[ o oo [ CRE
File System Settings ) The fallawing folder
e
win
g
[ <preveus | [ Neas crste | [Cwal ]
npeted
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14. Specify system settings for the volume. When completed, click ‘Next’.

Select file system settings

Before You Begin File system: NTFS :
Server and Disk - s
Size

Volume label: New Volume

Drive Letter or Folder

[[] Generate short file names (not recommended)

Confirmation Shart file names (8 characters with 3-character extensions) are required for some 16-bit
applications running on client computers, but make file operations slower.

<previous | [ Next> | | Creste |[ cancel

15. Confirm volume selections. When completed, click ‘Create’.

dataony

TR Frovde cluster name ond doman Tluster Name SOA0-T
Domain lab datacnstorage.com

Confirm selections

BYf croic Windows

| M Ensble Customed

Before You Begin Confirm that the following are the correct settings, and then click Create.
Server and Disk
b VOLUME LOCATION
= Size Server 50406-1-N1 |
Provision Cluste Drive Letter or Foider Subsystem: Storage Spaces b
ﬁ . File System Sattings Virtual disk: Data
Geacnas Disk Disk 4
Free space: 46278
n Create disks and 'VOLUME PROPERTIES
Volume size: 46278
ﬂ Create volumes Drive letter or folder; DA
Volume labek: New Volume: 1
De| the Clusf (™
play FILE SYSTEM SETTINGS
g Validate sad ed File system: NTFS
Shart file name creation: Disabled
Allocation unit size:
Cluster-Aware Lf llocation unit size: Default [~
a Use Cluster-Awal
secure and up-1g
enable updating B

"] Do not show this wi

Create
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16. Upon completion, click ‘Close’.

Completion

You have successfully completed the New Volume Wizard.

Task
Gather information
Create new partition
Format valume

Add access path
Update cache

Progress Status
I Completed
Completed
I (ompleted
Completed

I Completed

< Previous Next > Clnf Cancel

Close

dataorr

Page 36|56



dataorr

CiB-9224 Validation and Creation of the Cluster

1. On OOBE setup, click on ‘Validate and create the cluster’.

“__ DataON CiB-9224 Hyper-V Direct ODBE Wizard S Windon
|| R Pravide huster ramne and domain Cluster Mame T
Domain 180 datacratanage com
" Ensble Wirdcws Errce Repedting Windows Error Reporting o
_i Enable Customer Experience improvement Program Customer Experience Improvement Program Nt participating
Provision Cluster Storage
ﬁ Create & storage poot Available Disks: Nane
Storage Pocls: pocil, ZA5TB, 105 TB frce. Storage Spaces
Create disks and vohumt Volumes: Bew Velume (W M\WelumeiDedse2df-Sal-dbdd-feed-Oeedd 2127 180), 599 08 9603 Gl free
Rew Voiume (VT 559-411-85a2: , 99:5 GB. 99.0 OB free
Hew Velame (A7 \Vk 5. 420-b20d- baS51e032 1c8l). 7.57 G8, 7.37 GB feee
s
Deploy the Cluster
"
'3 Vaidste and creste the chuster Cluster Status Mot crested

% Validate and create the cluster

2. Specify cluster management name. When completed, click ‘Next’.

Steps:
Cluster Managemert: Name

Highly Available File Server
Name

Volume for Domain Controller

Review Settings and Create
Falover Cluster

Corffirmation

% Cluster Management Name

Modify the cluster management name as nesded

management name

One or mare IPv4 addresses were configured automatically.

<Frevioss || Net> | [ Cancdl
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3. Verify cluster settings. When completed, click ‘Create’.

- DataON CiB-9224 Hyper-V Direct ODBE Wizard

a Highly Availablo Fie Servee Name

o e
The fe server rmn e be changed o3 resdnd
Chster Maragement Nama
@ el mmmm [ Dot create 3 new fie server. L
Vohsma bor Do Cortobey Py avalable bl sarvar e
- {oakerd 1
T | Pevew SngasndCrmae =
Pm-vis* Fislerves Chaster
Corfimation
T
& v o o [Pud sckckmtams nosre configred mdomaticly.
Creq 1

o ECsETa e |
3&—

Volume for Domain Controller

- Please select one valume ta which the Virual Machine (VM) hasting Domain Controller (DC) will be
Cluster Management Name migrated.

Highly Available File Server

MName Vaolume Capacity Free Space

Volume for Domain Controller WPWolume{DeBa... Mew Valume 99.9GB

Review Settings and Create WhWolume{87ee. MNew Volume

Failover Cluster

Conrfirmation
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Review Settings and Create Failover Cluster

Steps:
Cluster Management Name

Highly Available File Server
Name Cluster settings:

To corfigure the cluster with the following settings, click Create.

Wolume for Domain Controller Vreate failover cluster:

) _ Cluster name: DOBE
Review Settings and Create DHCF address on network: 10.0.0.0/8
Failover Cluster

. LUsing cluster nodes:
Corfimmation Node 1 flocal)
Node 2 [DOBE-NZ)

Migration of virtual machine for domain controller:
Virtual machine LABS-DC will be migrated to Volume "\ 7\Wolume{le8ae2df

Once completed, OOBE setup success.

% Confirmation
Steps:

Cluster Management Name

Highly Avaisble File Server
lame:

Velume for Domain Contraler | Tasks | Erors |

Review Settings and Create Task
Failover Cluster

@ You have successfully completed the Cluster Validation and Setup Wizard

Status

@ Create cluster Sucecess

Confirmation 1 Prepare storage for vitual machine Success

4 @ Move vitual machine storage Success
18 Add vitual machine to cluster Success

{9 Save machine pool Success

Failover cluster configuration settings can be changed using the Failover Cluster
Maniager snap-n

Page 39|56



data

CiB-9224 Cluster Shared Volumes

After creating the virtual disks you will have to manually choose which disks to be in a cluster for the
failover system to operate.

1. Open ‘Server Manager’ located next to the ‘start menu’.

— ]

==

2. Click on ‘tools’ located at the top-right of the ‘Server Manager’. Choose ‘Failover Cluster
Manager’ when the menu drops down.

Server Manager * Dashboard c@ 1 F vanage Took  vew
Active Directory Domains and Trusts

Active Directory Sites and Services

) I r Manage  Tools View

Active Directory Domains and Trusts
Active Directory Sites and Services
Active Directory Users and Computers
u ADSI Edit

Cluster-Aware Updating

Component Services

Computer Management

Defragment and Optimize Drives

Event Viewer

Failover Cluster Manager

Hyper-V Manager
iSCS Initiator

3. When the ‘Failover Cluster Manager’ window appears, double click the domain you’ve created
and expand the ‘storage’ tab. Under the storage tab you will find the virtual disks you’ve
created. In order to add the virtual disks to the cluster, simply choose which ones you want,
‘right-click’ and choose ‘Add to Cluster Shared Volumes”.

= Failover Cluster Manager l;‘i-

File Action View Help

s
2 Failover Cluster Manager Failover Cluster Manager ~ || Actions

1 5 OOBE.Iab.dataonstorage.c| [ »
ld‘q Create failover clusters, validate hardware for potential failover clusters, and perform configuration Failover Cluster Manager =
R changes toyour falover dlusers @ Validate Configuration...

1 Create Cluster...

~  Qverview 5 Connectto Cluster..

Afailover cluster is a set of independent computers that work together to increase the availability of server

roles. The clustered servers (called nodes) are connected by physical cables and by software. If one of the View '
nodes fails, another node begins to provide services. This process is known as failover. & Refresh
|
[E] Properties
~  Clusters Help
Name Rale Stetus Nodz Status
5 Q0BE Ish9.dataonstorags com 1total 2total
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4.

@ Failover Cluster Manager

4 E OOBE.l1ab9.datacnstorage.c

% Roles
__% Modes
b [y Storage
:iﬂ Metworks
Cluster Events

@ Failover Cluster Manager
4 E 0OOBE.Iab8.dataonstorage.c
[F Roles
::;% MNodes
a |-} Storage
2 Disks
g Pools
:.iﬁ Networks
Cluster Events

Disks (3)
Search

Name
=5 Cluster Disk 1

3 Cluster Disk 2
25 Cluster Disk 3

& Failover Cluster Manager
P ﬁ OO0BE.lab%.datacnstorage.c
) Roles
:;% Nodes
)
- Disks
g Pools
:?;ﬂ Networks
Cluster Events

Status

dataorr

Aszigned To

E Failover Cluster Manager

4 OO0BE.lab9.datacnstorage.c
Roles

5 Nodes
4 ) Storage
B Pools
(54 Networks
Cluster Events

COwner Node

Nk

Diske Mumber

@ Orline
@ Crline
@ Orline

Available
Disk Witn
Cluster 5H

Bring Online
Take Offline
Add to Cluster Shared Velumes

Information Details...

Show Critical Events

[+ (R s R

More Actions

Remove

(!

Properties

After you have added the chosen disks to the cluster, you will see the changed under the

‘Assigned To’ column.

@ Failover Cluster Manager

a [} Storage
2 Disks
B Pools

:ﬂ:ﬂ Metworks

Cluster Events

Disks (3)

] T T

MName

3 Cluster Disk 1
5 Cluster Disk 2
3 Cluster Disk 3

Status

(#) Online

Owner Node

il Y B

Disk: Mumber

@ Orline
(#) Online

Bring Online
Take Offline
Add to Cluster Shared Volumes

Information Details...

Show Critical Events

More Actions

Remaove

g o) L&

Properties
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. CiB-9224v — Cluster Aware Updating (CAU)
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On OOBE setup, select option under Cluster-Aware Updating (shown below). This option will
become available once cluster has been deployed.

DataON CiB-9220 Hyper-V Direct OOBE Wizard Bl Windows Server 2012R2
‘ DataON Storage .|
‘ View Connection Status "|
‘ Cenfigure Networking w|
‘ Configure Settings '.|
‘ Provision Cluster Storage ¢|

Deploy the Cluster L
"3 Vahidate and create the cluster Cluster Status Created

Cluster-Aware Updating 2

SRR, I e
enable updating

Cluster-Aware Updating

8o s romp

Mot configured

2. On window ‘Cluster-Aware Updating’, be sure to select your failover cluster and select

‘ 7
Connect’.
E Initial Configuration Tasks =2
DataON CiB-9220 Hyper-V Direct OOBE Wizard @ windows Server 2012R2

Connect 1o a failover cluster:

<

I | Conneft

[ews
E Chuster nodes:
Node name Last Run status Last fun time
E dhus-N1 Not Available Not Available
dus-Nz Not Available Not dvailable

(2]

Cluster Actions

2 Apply updates to this cluster

& Praview upeates for this cluster

[F] Create or modify Updating Run Prafie
@ Generate report on past Updating Runs
£} Configure cluster self-updating options

W Analyze cluster updating readiness

‘

[3 ¢ eeee]

Last Cluster Update Summary | Log of Updates in Progress

 Manage this cluster

Cluster name: s
Last Updating Run: Mot Available
Last updating status: Not Available

£.0 B9

] Do not show this window at the next logan,
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3. Once you’re connected to your cluster, select option ‘Configure cluster self-updating options’.

i Initial Configuration Tasks -8 x
E DataON CiB-8220 Hyper-V Direct OOBE Wizard .Winduws Server 2012R2
Connect 1o a fallover cluster L]
|\'I [cwws [7] [ connex |
E Cluster nodes: Cluster Actions §|

Node name Last Run status Last Run time B X
E chus-N1 Not Available Mot Available PP ERSS s EI
chus-NZ Not Available Not Available = Breview updates for this cluster
| 3 ] Create or medify Updating Run Profie ‘|
D (M Generate repen on past Updating Runs o
| =
o Analyze cluster updating readiness
d e
a Last Cluster Update Summary | Log of Updates in Progress | B Manage this cluster
Cluster name: clws
Last Updating Run: Nt Availaole
Last updating status: Not Avsilsble
[7] Do not show this window at the next logon.
Press F3 to nefresh the window,
‘ H ’ ‘ ’
4. On ‘Getting Started’, select ‘Next’ to proceed on.
i Initial Configuration Tasks o x
E DataON CiB-9220 Hyper-V Direct OOBE Wizard .mmsmmzmznz
E CLUS - Cluster-Aware Updating = B EI
Connect 1o a failover cluster: @
v ¢
o
Node name -
E = Getting Started EI
cus-N2
‘ o “This wizard helps you configure this cluster to use self-updating mode with the CAU clustered role. ‘|
With seif-updating mode. a failover cluster can update seH at scheduled times.
Add Clustered Roke
D After you eonfigure self-updating mode, you de not need to explictly initiate Updating Runs to o
Self-updating schedule update the nodes in the cluster. Instead, Updating Runs will be initiated automatically, based on
& Advaricad Options stheduling options that you choose in this wizard.
Confirmation Hthe CAU clustered role is not already configured an this uster, by helping you
configure the role. Then the wizard helps you specify schedule options and cther options for seff- =
S |e—— updating. \—
ﬂ Last Cluster Updat
Cluster name:
Last Updating Rug
Last updating staf
1 Windows Firewll s in use on the cluster noses, this wizard sutomatically enables
Windows Firewsll rules nesded on each nede to allow remote restarts during an Updating
Run, This is required for CAL ta update this failover cluster. If you use a non-Microsoft
firewall, configure an exception manually before the first Updating Run, For more
information, see the CAU in Server
[] D not show this windoy B — oy |
the window.

Page 43|56



dataonr

On ‘Add Clustered Role’, if needed, select options for ‘Add the CAU clustered role with self-
updating mode enabled to this cluster’ and well option ‘I have a presaged computer object for
the CAU clustered role’ including specifying an optional presaged computer object name.

i Initial Configuration Tasks =8| x
@ DataON CiB-9220 Hyper-V Direct OOBE Wizard B Windows Server 2012R2
ol B CLUS - Cluster-Aware Updating =18 x || =
oot to  fmdoer s ® |
Vi Taws w
- a |
B CLUS - Configure Self-Updating Options Wizard [-Te=T {
C¢  Chuster nodes: |
. Mode name » - ChiEEad Rl Calf- e e L —
3 | = Add CAU Clustered Role with Self-Updating Enabled =
1 | dus-N2 I
Pr Waming: This failover cluster is not configured with the Cluster-Aware Updating (CAU) dustered |
1 rale. |
i You will be able to cheose self-updating mode options after the cluster has been configured with
- the CAU clustered role. You will need to configure the cluster with this clustered role only once.
b d " Add the CAU clustered role, with self-updating mode enabled, to this cluster
Your domain or T policies might require you to prestage a computer account {object) in Active =
a ] Directory for the CAU clustered role.
_\a Last Cluster Updaty | | have a prestaged computer object for the CAU dustered role
Cluster names Mlame of prestaged computer cbject  computername
Last Updating Ru:
Last updating stat
[ De not show this windos
e nets 1= < Previous Mext >§ Pt Concel —
Ih the window.

On ‘Self-Updating schedule’, specify your self-updating scheduling for configuration of CAU
including starting date, start day / time, and occurrence of the day during the month. When
ready, select ‘Next’.

Ei Initial Configuration Tasks -8 %
DataON CiB-9220 Hyper-V Direct OOBE Wizard 8 Windows Server 2012R2
ol - CLUS - Cluster-Aware Updating =|a] x @
| Connect to a failower cluster: ®
Vi Tows [
| Al CLUS - Configure Sell-Updaling Options Wizard [-T= =] ‘

Cq Chuster nodes: e
1 MNodename < = [peen o |
Cf | cush Specify self-updating schedule =
) cus-N2 [
oy Frequency of self-updating: w
1 O Daily {

Dy  Weekly S

:3 & Manthly
1 Stanting:
cl 7162014 s s
S s Cluster Upaat Time of day
Cluster name: [300am =
Last Updating Rus
Last updating sta Day of the week:

| Tuesday -
Occurrence of the day in the month:
[Trird -

Do nat show this winds: Clos
B ey | o] || T

the window.
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7. On ‘Advanced Options’, if needed, specify any optional parameters when running CAU including
an optional field to run parameters via script file. When ready, select ‘Next’.

E Initial Configuration Tasks - g =
E DataON CiB-9220 Hyper-V Direct OOBE Wizard .Wlndaws Server 2012R2
E B CLUS - Cluster-Aware Updating [ E|
Connect to a failover cluster: L
T weeeeees CEEE
E Chuster nodes: g
Node name o
E o Advanced Options g
cus-N2
I er Gatting Started Updating Run options based an: .-,I
CAWindoustspstem3Zidefauliprametersxml
D (&
» Changes ko make for this Updating Run only:
Leamn more sbout profile options
StopAfrer Type new value or use default = =
cl Confirmation . =
[ — WarmAfter Type new value or use defoult |
s Last Cluster Updaty
MaxRetriesPerNode 3
Cluster name:
Last Updating Rul MaxFaiedNodzs Type new value or use default.
Last updating staf RequireAliNodesOnline [ True
NodeCrder Type mew value or wse defauit.
ReboctTimeauthinutes Type nert value or use defoult.
PreUpdateScript Type new defoult
PastlpdsteSeript Type new value or Use default

[] Do nat show this windo

b o

[ < Previnus | [ nea]y | heply | [ Concel |

8. On ‘Additional Update Options’, if needed, select the optional field for Windows Update. When
ready, select ‘Next’.

at Initial Configuration Tasks -8 x
e " ) )

E DataON CiB-9220 Hyper-V Direct OOBE Wizard .Windows Server 2012R2
E ] CLUS - Cluster-Aware Updating == e EI
Connect to a fallover cluster: °
T — e ——s

£l
E Chuster nodes: g
Nade name e .
E e Additional Update Options g
dhus-N2
‘ Pr Cetting Started Plense review the Windows Update privacy statement: ‘|
- P men
Add Cluste
D T Additianal options for Windows Update: I/
P " Ed'ﬂm_\ B [ Give me recommended updates the same way that | receive important updates
i uanc ions
cl Confirmation o
B st st Vst
Cluster name:
Last Updating Ruj
Last updating staf
[] D ot shew this windo - ; P ooy |
the window.
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9. On ‘Confirmation, verify that selected settings/parameters are correct. When ready, select

‘Apply’.

Wiewer[192.168.7.201] - 0 fps - =
Video Keyboard Mouse Options Media Keyboard Layout VideoRecord Active Users Help Zoom Size :75%
00 @888 .~
— a 50 100 150
Ed nitial Configuration Tasks = o] x
DataON CiB-9220 Hyper-V Direct OOBE Wizard .wmwzmzm
E CLUS - Cluster-Aware Updaling =] E
Connect 1o & falover cluster: L]
v - o
E Chister nodes: 9
Node nome .
E o Confirmation g
dus-N2
| pr Gatting Started Confirm your chesces. To complete the configuration, click Apply. "
. A Eueered ok Cluster Name: cws 3 ]
Self-updating schadule Self-Updating: Enable =
Advanced Options Self-Updating Schedle: At 300 AM o the Third Tuesday each manth starting
Additional Optians :"W“
d Updting Ru aptons: @
Last Cluster Updat StopAfter
Chuster name: WA
MasRetriesPeshode 3
Last updating staf MasFailedNodes
RequireAlltiodesOrline  False
Nodelrder
ReboolTimeoutMinutes
PreUpdateSeript
PastlpdateSeript
Configurationhlame v
(] Do nat show this windoy [ = | =)
the window.

10. Wait as CAU clustered role is added with self-updating is done.

&t Initial Configuration Tasks

g DataON CiB-9220 Hyper-V Direct OOBE Wizard

CLUS - Cluster-Aware Updating

[g]

Connect 1o a failover cluster:

<

Completion

[ol[a]

(]

Add Clustered Role
€ Adding CAU dustered role with seff-updating enabled

v oo

Cluster name:
Last Updating Ruf
Last updating staf

Elol B

[] D nat show this windoy

< Previous Next >

- g x
Ml Windows Server 2012R2
- | o x —
o
N
ol
EI
EI
ol
—
[ geet | [ICEEN] —
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11. Once completed, select ‘Close’.

12.

i

Initial Configuration Tasks

E DataON CiB-9220 Hyper-V Direct QOBE Wizard

- G x

M8 Windows Server 2012R2

E CLUS - Cluster-Aware Updating =113 Ex: EI
Connect 1o a failover cluster: °
M e e ol
E Cluster nodes: g
Node name .
E e Completion EI
chus-N2
| P Add Clustered Role U|
Sut
D O suces "~
9
= _—
a Last Cluster Updat
Cluster name:
Last Updating Rud
Last updating staf
L — hiee | s> | [T [ G
window.

dataorr

On ‘Cluster-Aware Updating’, you have the optional choices to select ‘Analyze cluster updating
readiness’ to verify that CAU can be implemented as well choose to utilize the option ‘Preview
updates for this cluster’ to generate an update preview list for both nodes. Otherwise, the next
required step is select ‘Apply updates to this cluster’ to start configuration and run an
automated update run for your cluster.

Ei

Initial Configuration Tasks

DataON CiB-9220 Hyper-V Direct OOBE Wizard

K [T —

- 0| x

M8 Windows Server 2012R2

Connect 1o a failover cluster: L
| hd [cws 7] Connect "
E Cluster nodes: Cluster Actions g
Node name Last Run status Last Run time
E dus-N1 Not Available Not Available . g
dus-N2 Not Available Not Available w0 Preview updates for this cluster
P |
| [ Create or modify Updating Run Profie. el
D @ Generate report on past Updating Runs la
:a L} Configure cluster self-updating optians
o Analyze cluster updating readiness
cl d
§ | LastCluster Upsate Summary | Log of Upsistes in Progress B Manage this cluster
Cluster name: cLus
Last Updating Run:  Not Availzble
Last updating status: Not Availzble
[] Do not show this window at the next lagon.

Press F3 ta refresh the window.
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13. On ‘Getting Started’, when ready, select ‘Next’.

ar Initial Configuration Tasks =g x

=1
1
a
L7

| Getting Started o
L]
v ©
m This wizard helps you apply updates immediately to this computer and the other nodes in the.
failover cluster (CLUS). The Updating Run will use the current values of the seff-updating options. =
C Confirmation After you run the wizard, you can monior the Updating Run from the main consale by ciicking the @
of Updates in Progress tab.

E A o o
Note: Depending on the updates that are applied, this computer may restart automatically during ;
the Updating Fun. e

E - o

fating Run Profile

¥ you want to use different seff-updating options for this Updating Run, dlick Cancel, then change

the sel-updating cptions using the “Configure chuster self-updating options™ action on the main bt Updating Runs ~
console, Then re-open this wizard to start an Updating Run using the new aptions.

tupdating options
fing readiness

s B o
[3]

< previous | [ Mets | Updste | [ Cancel

7] Do not show this windaw at the next logon.

14. On ‘Confirmation’, verify correct settings shown. When ready, select ‘Update’.

2 Initial Configuration Tasks -a[ x

e Windows Server 2012R2
E, e
Il Confirmation el

- L]
v o

Gatting Started Canfinm your choices. To begin updating the cluster, click Up<ate:
Brevicw the updates that will be applied to the cluster nodes. N
o | ET—— o
Cluster Name: CLs 5
[ s o
Command to run Set-CouClusterflole ~ClusterName CLUS -UpdateNow -Force;
- his cluster o
‘ Py lating Run Profile "
Dy kst Updating Runs &
q epctin aptins
fing readiness
L
< Previous Nest> | u% Cancel

[ D not show this window 2t the nest logen.
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15. Shown below, the process of self-updating has started. When ready, select ‘Close’.

16.

it

 aaon DataON CiB-9220 Hyper-V Direct OOBE Wizard
P

Initial Configuration Tasks

M8 Windows Server 2012R2

= s =[a] =
L [ TR e N B | ol
| Connect L]
Vi "|
cLUs 2
s Completion
f e .
Node nar . i o .
E dus-N1 Schedule immediate updating in self-updating mode g
dusN2 @ Success
r ™
| Profile bt
D “fou may close this wizard at any time. After the Sel-Updating Run is scheduled and started, you g Runs %]
an moritor its progeess o cancel the Run from the main window.
o options
|ess
c @
7| | Last Clus
Time
71167
711672
711673
711679
74167
< Previous New> | [ Clse |[ Cancel
[] Do not show this window at the Azt logen.

Shown below, the process of self-updating has started as both nodes are being updated. One
node will be brought down to maintenance mode while the other node will continue to be in
standby mode. Depending on complexity of the updates, estimated time for completion may

vary for both nodes.

i

g DataON CiB-9220 Hyper-V Direct OOBE Wizard

‘

Initial Configuration Tasks

g x

M8 Windows Server 2012R2

Connect 1o a failover cluster: L]
| v [cws [7] [ connext "
Nade name Update status: Progress - §
E a1 Waking.. Cancel Updating Run g
dus-N2 Downloading o Preview updates for this cluster
o -
| 5] Create or modify Updating Run Profile e
D (@ Generate report an past Updating Runs la
:y £} Configure cluster self-updating options
o Analyze cluster updating readiness
P =
G | asCluser Update Summary | Log of Updtes in Progress Bl Manage this dluster
Time Nods name Update title Description -
TG0 TZ50PM  clus-N2 (@) Downloading updates. [
THE201 1240PM  clus-N2 (D) Scanring for vpdates..  |=
TA6/2014 12:49 PM @ Current Update
Coordinator is CLUS-N1
7416/2014 12:49 PM () Detected Updating Run in
gress...
711672014 12:49 PM (@) Getting cluster =
L] Do not show this window a1 the next logon.
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17. Once both nodes have been completed along with reboots to occur during the CAU process, the
CAU process is completed. Upon final reboot on node 0, you can verify that CAU has been
enabled via OOBE Wizard (shown below).

] Initial Configuration Tasks 5 |= o=

DataON CiB-9220 Hyper-V Direct OOBE Wizard Bl Windows Server 2012R2
‘( Enable Windows Error Reporting Windows Error Reparting On
W Enable Customer Experiznce Improvement Program  Customer Experience Improvement  Not participating
Program
Provision Cluster Storage o
i create a storage poo Available Disks: None
Storage Paoks: pool-1, 9.45 T8, 9.00 GB free, Clustered Storage Spaces
#ha creote disks and volumes Volumes: data]-firsthalf {CAClusterStorage\Volume ), 473 T8, 472 T8 free, in cluster

dataZ-secondhalf (Fi) 4.60 TB. 4,60 T8 free. witness

Quoram (), 113 GB, 113 G8 frec, witness

-~ Y——

Deploy the Cluster &

x
'4\_- date and create the cluster Cluster Status Crested
Cluster-Aware Updating 2
sster Automatic Updating: Enabled
Do not show this window at the next logon. Close

Press F3 to refresh the windaw.
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lll. CiB-9224 Troubleshooting

A. Failure in the process of creating virtual disks

- Users may encounter this issue while creating virtual disks as shown below:

MESEL21 AUCH - Cluctas
- I:I-

a New Virtual Disk Wizard

Specify the size of the virtual disk

(®) Could not retrieve storage pool informatien. %

Before You Begin

Free space in this storage poal: Loading...

Specify how big the twa tiers of your virtual disk should be.

Faster Tier (SSD) Standard Tier (HDD)

Free space: Loading... Free space: Loading...

Resiliency

Pravisioning (@) Specify size: i@ Specify size:
(@[] [@ [

O Maximum size

O Maximum size

Virtual disk size:

O The virtual disk might take additional space to create a write-back cache.

< Previous Next > Create Cancel

-Therefore, users need to use traditional way to create VDs. Please see following steps.

1. Please find the icon for “server manager” which is pinned on taskbar and click on it. The icon is

right beside windows button.

Cluster-Aware

[] Do nat show this

= -
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2. Then, you will see a screen as shown below:

WELCOME TO SERVER MAMAGER

 Local Sem i

B A5 Servers o Configure this local server
B File and Storage Senaces b o ol L
B Hypery

ROLES AND SERVER GROUPS.

5 ;::;(':5‘“"‘9' 1 B Hyperv 1 B Loosl Server 1 B A servers 1
(©) Manageabiley @ Mamagrabiiey (£ Manageabiiny @ Managesbitey

Events Evenss Lvents Events

Services Services Services Services

Performuance Performance Performance Performance

EPA results BPA remilts EPA rend =5 BPA results

3. Please find the “file and storage service” option on the left side and click on it:

28 Dashboard

B Local Server
BE All Servers

ii File and 5torage Services P
m Hyper-V

4. Then, users can see the pool and virtual disks which have been created:

. STORAGE POOLS
Sareers st e |1t o

VIRTUAL DISKS PHYEICAL DIEKS
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5. Right-Click on “pool-1” and create “New Virtual Disk”:

- STORAGE POOLS
Servers 44 sserage pock | ot

5 @e @

M Virnoa Dk

VIRTUAL DISKS PHYSICAL DISKS

6 PrysDak! (MBS-NY
4 PropsclDak!] MES-NT)
1 PhysesDikh (MBENT)
5 PyseaDaki2 (MES-N1)
2 PhyscsDakd MBS-NY)
9 PhyscuDeaid (MES-NT)

FrypscalDiak? (MBS-N1)
0 PrysceDaiT MBS-NT)
10 PryscalDiaks (uBS-NT)
B Physcalickd (MBS-NT)

Afterward, users will see a pop-up window which is same as the OOBE wizard populates, follow the
steps to finish creating virtual disks.*
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B. Communication Failure With Other Node During Initial Steps
- If users see a pop-up window as shown below, please refer to the following steps:

Set Up Windows %

.'@'. The following error(s) occurred:

' Mo end points were found during nede discovery.
Cannot establish communication with all remote nodes,
Automated setup cannot proceed until all remote nodes are accessible.
Ensure all rernote nodes are powered on and connected to the network.
As applicable, refer to the OEM product documentation for information

on available connection options.

After all rerote nodes are turned on and connected, it may take several
minutes before Setup can resume.

Retry Cancel

1. In this case, users can press Alt+Tab to move to the window above and use Tab or Right Arrow
to highlight “cancel” option and cancel.

Afterward, users can expect to see the screen below:

Set Up Windows

~ , Do you want to ignore all remote nodes? If so, you must run the wizard

' manually later to configure all remote nodes,
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2. Click on “Yes”, switch to Node 1 and repeat the step 1 and 2. Upon completion, users should see
the following screen on both Node 0 and Node 1.

DataON Storage L.
2 Wiore from DatON Storage There are more detail info in web site

View Connection Status [% )
¥ Connect to remote nodes Connection Status Failed to discover remote nodes,

L Unable to discover all remote nodes, Unable ta
discover any remote node.
The IP address of the current nade is 160.254.183.114,
Please logon to each remote node to identify the IP
address displayed in the correspanding message area.
Then return to the first nade and click the Connect...

Configure Networking Z
Configure Settings &
T Set time zone Time Zone (UTC-08:00) Pacific Time (US & Canada)
3 provide cluster name and domain Cluster Name
Domain
l," Enable Windows Error Reporting Windows Error Reporting off

3. We use Node 1 as the master node as an example, then Node 0 becomes the “remote node”.
The IP address of each node is shown under “Connection Status” column as the figure shows:

View Connection Status

R&' Connect to remote nodes Connection Status Failed to discover remote nodes.

(1 Unable to discover all remote nodes, Unable to
discover any remote node.
The IP address of the current node is 169.254.183.114.
Please logon to each remote node to identify the IP
address displayed in the corresponding message area.
Then return to the first node and click the Connect...
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4. Go to the master node (which is Node 1 in our case), click on “Connect to remote nodes), type
the IP address of the node users wish to connect (Node 0) and click “Apply”:

DataON Storage

B More from DataON Storage There are more detail info in web site

View Connection Status

B
'.&" Connect to remote nodes

/1 Unable to discover all remote nodes, Unable to
discover any remote node.

Configure Settings
]

Set time zone

B Drrwicde lictor name and dnmain Cluctar Nama

The IP address of the current node is 169,254,230, The expected number of remote nodes is 1. Please logen to
Please logon to each remote node to identify the each remote node and determine the IP address for each
address displayed in the corresponding message remote node. This is usually displayed in the associated
Then return to the first node and click the Conned message area of the same task in Initial Configuration Tasks.

Afterwards, return to this node and enter 1 comma-separated
IP add in the text box below.

Configure Networking 169.254.183.114)

& Canada)

5. After 5-10 seconds, users can expect to see a screen as follows:

et

View Connection Status

o=
'.5" Configure networking for Node 2 (160.254.183.114) NIC2 - Left
NIC1 - Right
NICO - Cluster

'."' Connect to remote nodes Connection Status Connected

Configure Networking

‘Ts". Configure networking for node 1 (local) NIC2 - Left Not connected
NICO - Cluster IPv4 address assigned by DHCP, IPv6 enabled
NIC1 - Right IPv4 address assigned by DHCP, IPv6 enabled

Not connected
IPv4 address assigned by DHCP, IPv6 enabled
IPv4 address assigned by DHCP, IPv6 enabled

6. Hereafter, users can finish the configuration through basic steps as we have shown earlier.
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