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Copyright

This publication, including all photographs, illustrations and software, is protected
under international copyright laws, with all rights reserved. Neither this manual,
nor any of the material contained herein, may be reproduced without the express
written consent of the manufacturer.

Copyright © 2014 DataON Storage.

Trademarks

All product names used in this manual are the properties of their respective
owners and acknowledged.

Disclaimer

The information in this document is subject to change without notice. The
manufacturer makes no representations or warranties with respect to the con- tents
hereof and specifically disclaims any implied warranties of merchantability or fitness
for any particular purpose. Furthermore, the manufacturer reserves the right to
revise this publication and to make changes from time to time in the content
hereof without obligation of the manufacturer to notify any person of such revision
or changes.

Safety Measures

Computer components and electronic circuit boards can be damaged by dis- charges
of static electricity. Working on computers that are still connected to a power supply
can be extremely dangerous. Follow these guidelines to avoid damage to the
storage system or injury to yourself.

e Always disconnect power when carrying out work inside the unit.

e If possible, wear a grounded wrist strap when carrying out work inside the
unit. Alternatively, discharge any static electricity by touching the bare metal
chassis of the unit case, or the bare metal body of any other grounded
appliance.

e Hold electronic circuit boards by the edges only. Do not touch the components
on the board unless it is necessary to do so. Do not flex or stress the circuit
board.

e Leave all components inside the static-proof packaging until you are ready to
install the component.

Equipment Location

This equipment should only be accessed by SERVICE PERSONNEL or by USERS who
have been instructed about the reasons for the restrictions applied to the location.
Access is through the use of a TOOL or lock and key, or other means of security,
and is controlled by the authority responsible for the location.
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Guide Summary

This guidance is written in purpose providing users a general process in
the initial setup stages and configuration of DataON Clusters-in-a-Box
(CiB-9470V1). The configuration software (OOBE Wizard) is pre-installed
in our CiB-9470V1 and users can choose the most proper way to
integrate the CiB-9470V1 into their own storage environment.

About the content

This document is specifically targeted on software installation and
configuration of DataON CiB-9470V1 system. It does not convey the
content with administrative details such as assigning user permissions,
Domain and Active Directory configuration, setting up DHCP servers.

Declarations

This document is solely to provide users a quick and smooth guide in
starting deploying DataON CiB-9470V1 product. The appropriate
software vendor should be treated as the definitive resource for
Software/Operating System setup. Information conveyed by this
document is provided with the best intent, paradoxically DataON cannot
be held responsible for errors or omissions in associate with this
document.
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l. General Configuration Walkthrough

CiB-9470V1 Cabling and initial setups
1. Asyou can see below, orange arrows stand for the management ports* and the blue arrows
stand for networking ports. Please connect all the management ports and networking ports with
corresponding cables. The ports which are not noted below, can be disconnected.

Networking Ports BMC Ports I

2. Prepare both nodes on screen as shown below. Please use Nodel to configure your CiB-9470V1
by clicking “Yes” on the screen. Node2 will imitate the configurations as you make on Nodel
automatically from this point on. Hence, it is NOT necessary to switch between Nodel and
Node2 in order to finish the configuration.*

::E CAUTION: don’t configure both nodes at same time, OS will
crash.
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Settings

App language English (United States) v

3. On next screen, click ‘l accept’.

Settings

MICROSOFT SOFTWARE LICENSE TERMS
MICROSOFT WINDOWS SERVER 2012 R2 STANDARD

mpan e ftems. If so, those terms apply

By using the software, you accept these terms. If you do not accept them, do not use the software.
Instead, retur: i

..microsoft.com/info/nareturns htm
ed below, using some features also operates as your consent to the transmission of cert;
standard computer information for Internet-based services.
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@ *Troubleshooting: If users see a pop-up window as shown below, please go to page 47.

Set Up Windows

#®% The following error(s) occurred:
‘S Mo end points were found during node discovery.

Cannot establish communication with all remote nodes.

Automated setup cannot proceed until all remote nodes are accessible,
Ensure all remote nodes are powered on and connected to the network,
As applicable, refer to the OEM product documentation for information
on available connection options,

After all rerote nodes are turned on and connected, it may take several
minutes before Setup can resume.

Retry Cancel

=2l

After around 30 seconds wait time, you will see the OOBE setup screen as shown below, please make
sure under “View Connection Status” column, the connection status shows “connected”.

‘ @ DataON CiE‘M?O V12 Storage Cluster OOBE Wizard =\N'mdc,w5 Server 2012
DataON Storage <
8 Wore from DataON Storage There are more detail info in web site
View Connection Status e
B Connect to remate riodes Connection Status Connected
Configure Networking s
& Configure networking for node 1 (focal) SFP+2 - Cluster 1Pu4 address assigned by

SFP+1 1Pv4 address assigned by
&¥ Configure networking for Node 2 (169.254,148.87) SFP+2 - Cluster 194 address sssigned by DHCP, IPv6 enabled
SEPs1 1Py address assigned by DHCP, IPvé enabled
Configure Settings s
Set time zone Time Zone (UTC-08:00) Pacific Time (US & Canada)
-‘f Provide cluster name and damair Cluster Name Not configured
Domain Not configured

B contie Winsiows Eror Reporting

W Enable Customer Experience Improvement Program

Provision Cluster Storage

Windows Error Reporting

Customer Experience Improvement Program

Available Disks:
Storage Pools:

Volumes:

off

Not participating

70 physical disks

None

None
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Afterward, under “Configure Networking” column, users can find networking information for each of the
2 nodes. “NICO-Cluster” stands for the heartbeat® cable pre-installed inside CiB-9470V1. “NIC1-Right”
stands for the networking port (the blue arrow) mentioned in page 4. Moreover, each node has a
default heartbeat IP address* (169.254.xxx.xxx) assigned by DHCP.

§C0nfigu[e Networking

5' Configure networking for node 1 (local) SFP+2 - Cluster IPv4 address assigned by DHCP, IPv6 enabled
SFP+1 IPv4 address assigned by DHCP, IPv6 enabled

5' Configure networking for Node 2 (169.254.148.87) SFP+2 - Cluster IPv4 address assigned by DHCP, IPv6 enabled

| SFP+1 IPvd address assigned by DHCP, IPv6 enabled

-The figure above shows the networking status when no net-working card is installed in CiB-9470V1.

*CAUTION: Please NEVER change the heartbeat IP address at this point because the change
may cause the 2 nodes can’t identify each other and resulting a system failure.

*CAUTION: We recommend to use extra network adapter to teaming, please don’t use
onboard NIC 1 and NIC 2 teaming.
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CiB-9470V1 Provide Cluster Name and Domain

To add the CiB-9470V1 under an existing Hyper-V environment, please click on “provide cluster name
and domain” option:

Configure Settings

' Set time zone

Time Zone (UTC-08:00) Pacific Time (US & Canada)
‘1>]! Provide cluster name and domain Cluster Name Not configured
Domain Mot configured
";" Enable Windows Error Reporting Windows Error Reporting Off
W Enable Customer Experience Improvement Program Customer Experience Improvement Program Mot participating

Then, users can see a pop-up window as shown below:

= Configure Domain and Cluster Settings l;li-

E:>]' Specify the Active Directory Domain and User Credentials

Steps:

Specfy the Active Directory
Domain and User Credertials

Speofy the domain that the nodes willjoin

Specythe Cluster Domain fast
Management Name

Add Accounts to the Local Speciy the domain credertisls to create the cluster

Administrators Group

Change the Local Administrator —— p e [t ‘
Fassword

Review Setings and Create

Domain Controller Fassword [sesevensases] |

Confirmation
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Provide the name and password of your existing Hyper-V environment and hit the “Next” button, then
users would have to name the CiB-9470V1 as you are creating a new virtual machine under Hyper-V. If
needed, change the nodes name:

= Configure Domain and Cluster Settings = -
-
E:}r Specify the Cluster Management Name

Steps:

Specythe Aative Directory
Domain and User Credertials

Specfy the cluster managsment name and change node names as needed

Cluster management rame:

Specfy the Cluster

Management Name [mes22

Add Accounts to the Local

Administrators Group [] Change node name

Change the Local Administrator

Password Node 1 ocal) name:

Review Settings and Create MBSZ2-N1

Domain Cortroller

Corfimnation Node 2 (169.254.201.14) name

MBS22-N2

<Frovious || MNet> | [ Cancel

Click “Next” to confirm adding the 9470V1 under the domain you provide:

= Configure Domain and Cluster Settings \;‘i-

-
E:}]! Add Accounts to the Local Administrators Group

Steps:
The domain sccount spectied wil be added to the local Administrators group for sach nade.
Spacifythe Active Dirsctary
Domain and User Credentials
Spaciy the Cluster Add other domain users or groups 3s nisedsd
Vianagemert Name
Account to add
Add Accourts to the Local Feountio =
st e
Changs the Local Adriristrator
Passward

Review Settings and Create
Domain Cortroller

Confimation

<Previous || MNet> | [ Cancel
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Click “Next” to proceed, and then, setup a password for “local administration groups”:

_ & Change the Local Administrator Password

| Steps: |
Specify @ new password for the local Administrator account. The new password will be

Specify the Active Directory applied to each server node.

Domain and User Credentials

Speciy the Cluster
Management: Name

Add Accounts to the Local
Administrators Group

Change the Local Administrator
Passwor

Review Settings and Creats
Domain Cortroller

Corfirmation

i <Previous || Net> | [ Cancel -

In the next window, confirm all information shown and click “Create”:

| & Review Settings and Create Domain Controller

—| Steps:

Specfy the Active Directory
Domain and User Credertials

Specfy the Cluster Domain settings:
Management Name

To create and corfigure the domain with the following settings. click Create.

Wn existing domain is being used.

[>]

Add Accourts to the Local Cluster domain:
Administrators Group fast dataonstarage.com
Cluster name
Change the Local Administrator
Password Node 1 flocal) name:
N1
Review Settings and Create
T Nodo 2183254 20.14) s
Corfimation Local Administrator password

Accourts added to local Administrators group:
fast\administrator

— Domain enablement takes several minutes. Do not shutdown nodes until this task is ¢ —

| <Previous || Create | [ Camcel [
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Click “Close” when the process is finished:

=1 Configure Domain and Cluster Settings \;‘i-
-
£ Confirmation
Steps:

Speafy the Active Dirsctory
Domain and User Credertials

Specy the Cluster
Management Name

Configure Domain and Cluster Settings Wizard has successfully completed. You

I I
must restart all nodes after closing the wizard

Tasks | Eros
Add Accounts to the Local

Administrators Group Task Status
Change the Local Adriistretor | | (40 domain: Remate nodes Sucosss
Passward @ doin domain: Local node Success

(@ Updsts Administrators group: Remote nodes Success
{0 Update Administrators group: Local node Success
Change local Administretor password: Remote nod... Success

Review Settings and Create
Domain Cortroller

STEDEIT Change local Administrator password: Localnode  Success
@ Change node name: Remote nodes Success
@ Chang rnode name: Local node Success
(@ Save cluster management name Sucoess

Close

Upon completion, the wizard will ask to restart both nodes. Click “OK” to reboot (the remote node will
reboot automatically; users do not need to switch between nodes to complete the restart). After
restarting®, users can begin creating a storage pool.

=l Configure Domain and Cluster Settings = =] =

-
=4 | Confirmation

Steps:

Specify the Active Directory. [ i ) Configure Domain and Cluster Settings Wizard has successfully completed. You
Domain and User Credertials A must restart all nodes after clesing the wizard

Speciythe Cluster
Management Name:

Tasks | Emors
Add Accounts to the Local
Administrators Group Task Status

P — .

Change the Local Ad
Pty cosal A Restart All Nodes
Review Settngs and
Domain Cortroller Al nodes are waiting for a restart, Confirm that you want to restart al
Corfimation nodes now.

Close

o *Note: Users must login as the administrator of the cluster’s domain.

*Note: After you have joined domain and set the name of the node, you may change
-~ heartbeat NIC to static IP address.
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CiB-9470V1 Creating Storage Pool

Once on login screen, login your domain password page 8.

1.

2.

In the following step in OOBE Wizard, please select ‘Create a storage pool’.

DataON Storage
10 tore from DitaON S1orege
View Connection Status
Configure Networking

B

Configure Settings

Provision Cluster Storage

e

\Administrator

=8 Windows Server2012R2

There are more detai info in web site

Connection Status

SFP-2 - Cluster.
SEPet

SFP-2- Cluster.

s
Time Zane {L17C-03:00) Bacifc e (US &€
Cluster Narme

Domain

Windowe Error Reporting o

Custamer Experience Improvem ent Pragram Nt partcipateg

Avaitable Disks:

Storage Pooks:

Volumes:

8 Windows Server 2012

-
;ﬁ’ﬁ Create a storag

2 poo

data

Please provide a pool name for the storage pool, optional description and assign a group of
available disks for the storage pool. When completed, select ‘Next’.
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___ DataON CiB-3470 12 Storage Cluster QOBE Wizard

= Windows Server 2012R2

DataON Storage

1) More o DN St

View Cennecliyn Status

B o o o s

Configure Settings

B s st vare anc o

T

Provision Cluster Storage

[ ——

B e it vl
Bacone-

Deplay the Cluster

Configure Networking Spe:\fy a storage pool name and subsystermn

Tihere ara more detail info In web sie

Managed by Avalable fo Subspstem | Drmardal loal
TESTI-NT, TESTINZ TESTILNT, TESTINE Stcrage Spaces Pamordial

o] ] | e | (A

Cluster Status ot created

Cluster-Aware Updating

Lo oo Automatic Updating: Waitng for luser

Pool Name: pooll

dataorr

3. Select physical disks you would like to assign for the storage pool*. When completed, select

‘Next’.

Before You Begin

Storage Pool Name

Select physical disks for the storage pool

Select physical disks for the storage pool, and choose whether any disks should be aliocated as hot spares that replace failed
disks.

Physical disks:

[ Slot Mame Capacity Bus RPM  Madel Allocation Chassic fad
! g 364TB SAS :

NMO0023

Total selected capacity: 298TB
0 Selecting these disks will create 8 shared pool,

4. Confirm selections. When completed, select ‘Create’.
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Confirm selections

Before You Bagin Confirm that the following are the correct settings, and then click Create.
Storage Pool Name Z
STORAGE POOL LOCATION
Physical Disks S TESTI-NT
n Cluster role: Not Clustered =
Storage subsystem: Storage Spaces

'STORAGE POOL PROPERTIES

Name: poolt
Capacity: 8278
PHYSICAL DISKS

PhysicalDisk25 (TEST1-N1) Automatic
PhysicalDisk57 (TEST1-N1) Automatic
PhysicalDisk20 (TEST1-N1) Automatic
PhysicalDisks5 (TEST1-N1) Automatic
PhysicalDisk41 (TEST1-N1) Automatic
PhysicalDisk27 (TEST1-N1) Automatic
PhysicalDisk31 (TEST1-N1) Automatic
PhysicalDisk14 (TEST1-N1) Automatic
PhysicalDisk29 (TEST1-N1) Automatic
PhysicalDisk42 (TEST1-N1) Automatic ¥

<Previous | [ Next> | [ Create || Cancel

H xQ *Note: If users create a tier-storage, please notice that you need you assign the SSDs and
N\O HDDs in a same pool.

5. When completed with storage pool, select ‘Create a virtual disk when this wizard closes’ and
click ‘Close’.

View results

You have successfully completed the New Storage Pool Wizard.

Task Progress Status
Gather information S rpieted
Create storage pool —— Completed

EE o —— s

[ Create & virtual disk when this wizard closes R‘

][> | (R [

Page 15142
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CiB-9470V1 Creating Virtual Disk (Failover Witness Volume)

Click ‘Next’.

Before you begin

This wizard helps you create a virtual disk from a storage posl.

Storage Pool

wirtual disk.

To continue, click Next.

[[] Don't show this page again

A virtual disk is a collection of one or more physical disks from a previously created storage pool.
The layout of data across the physical disks can increase the reliability and performance of the

< Previous Mext > Create Cancel

2. Select your storage pool and then click ‘Next’.

& Initial Configuration Tasks =|e] x
I Windows Server 2012R2
Select the storage pooal -
Before You Begin Storage pock
Pool Name Mansged by Available to Capacity  Fres
© Virtual Disk Name 50406-1-N1, 50406-1-..  S0406-1-N1, 0406
P L
3 =
=1 [0 >
e [ o |G
Deprey v
& Validate and create the cluster Cluster Status. Not created
L e

] Do not show this window at the next logon.
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3. Specify your virtual disk name and optional description. For “Failover Witness volume”, do NOT
select “tier storage” option. When completed, click ‘Next’.

&t Initial Configuration Tasks =|a| x
New Virtual Disk Wizard (===
& Windows Server 2012R2
Specify the virtual disk name
Name: aQ
Description:
[ Create storage tiers on this virtual disk
Storage tiers enable sutomatic movement of the most frequently accessed files to faster (SSD)
storage
~
10 You cannot remave storage tiers from a virtual disk after it is created
< Previous Nexts | Create | | Cancel
e £ &
=
S Validste and crean Cluster Status Mot created

Create a Failover Witness Volume named : Q sl

*CAUTION: Please at least create two virtual disk, one for quorum disk and one for data disk
for crate cluster.

4. Specify your storage layout. There are 3 options: Simple, Mirror or Parity. Select one and click
‘Next'.

Simple Layout:

New Virtual Disk Wizard

[=[cDEmf 7. New Virtual Disk Wizard |= | o

i

yout Specify the provisioning type

Layout: Description:

Simple Data is striped across physical disks, maximizing capacity and .

Mifror :;‘;;’;‘;gg:‘::;‘g':::; ::‘Ei:;e:;"gﬂ’:izl“;;:;‘T::‘g:m  The volume uses space from the storage pool a3 needed, up ta the volume size

Parity a disk failure. @Fixed

The velume uses space fram the storage pool equal to the volume size.
i
I
< Previous | [ Next > eate | | Cancel < Previous Next > Cancel

Please select the provisioning type. When completed, click ‘Next’.
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- o For“Simple Layout”, users can NOT choose “Resiliency Settings”. The OOBE wizard will skip
i\I\O/v the step to “Provisioning”

- Parity Layout

New Virtual Disk Wizard [= (=[]

New Virtual Disk Wizard [= =
Select the storage layout Configure the resiliency settings
Layout:

Description: Resilency type:
Simple Data and parity information are striped across physical disks b ® Single parity
e increasing reliabilty, but somewhat reducing cagacity. This oyl
e e e e T o copes of your data, helping protect you from 3 single disk falure. Ths option
Parity = single cisk failure and 3t least seven disks 1o protect you from fE s ok et tee ks,
Simple o disk filures.
Mirrar

) Dual parity

Stores three copies of your dats, helping protect you from twa simultaneaus disk falures.
This option requires at least five disks.

Parity &

| xa As for “Parity Layout”, users can choose from “Single Parity” or “Dual Parity” as their options
-'\I\O/“ for “Resiliency Settings”.

- Mirror Layout

New Virtual Disk Wizard = [

SelBct the storage layout Configure the resiliency settings

Layout Description: Resiiency type:
Simple Data is duplcsted on two or three physical disks incressing i ——
S reliability, but reducing capacity, This storage layout requires at = d
Mirror i s o v B ke e e A AR P, Stcres o copies of your data, helping fo profect you from s single disk failure. This aption
Paity peerpis s el i o requires o least two disks.
Simple failures.
Mirror I
Parity

your data, helping to protect you from two simuktas
least five disks.

< Previous | [ Next> Cancel

< Previous | | Next»> Cancel

| xa As for “Mirror Layout”, users can choose from “Two-Way Mirror” or “Three-Way Mirror” as
i\f\o/“ their options for “Resiliency Settings”.

: e Note* Select proper resiliency type and click “Next”. In this documentation, we use
;\I\/“ ‘Mirror’ layout as our example.

For further information about the layout types, please refer to:
https://technet.microsoft.com/en-us/library/jj822938.aspx
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5. Select the virtual disk’s provisioning type. When completed, click ‘Next’.

Specify the provisioning type

Before You Begin Provisioning type:

Storage Fool O Thin

The volume uses space from the storage pool as needed, up to the volume size.
(@ Fixed

The valume uses space from the storage pool equal to the volume size.

Virtual Disk Name

Storage Layout

Resiliency Settings

O Storage tiers require fixed provisioning.

<Previous | | MNet> | | Create || Cancel

Mext = |

6. Specify size of the virtual disk. When completed, click ‘Next’. The system will automatically
assign the virtual disk which has the smallest volume to be the ‘Failover Witness VD’, please
make sure you assign proper volume to your virtual disks.

& Initial Configuration Tasks - 8| x
- B Windows Server 2012R2
Specify the size of the virtual disk )
Befors You Begin Free space in this torage poot 108 T8
Storage Pool ® Specify size:
by Virtual Disk Name L] [@ ]-]
Maxmum sce
Confirmiation
P s

0 The virtual disk might take additional space 19 create 2 weite-Back cache.

E rery R

a\-dda:r and ereate the chister Chuster Status Mot created

Mext =
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7. Confirm settings on the virtual disk. When completed, click ‘Create’.

&

Initial Canfiguration Tasks

| o

Confirm selections

Confirm that the following are the correct settings, and then click Create.

VIRTUAL DEK LOCATION

Serven S0406-1-N1
Subsystem Storage Spaces
Storagepoci name:  poolt

Status o

Free zpace Q45T

VIRTUAL DK PROPERTIES

Hame Q

Stomge tiers Disabled
Storage layout Miaroe
Reslengy Tova-way maror
Provisianing type Fired

Reques 20068

< Previous Hest »

‘a Validate and create the chuster

Chuster Status

B8 Windows Server 2012R2

Create

click ‘Close’.

Upon completion of creation of virtual disk, select ‘Create a volume when this wizard closes’ and

View results

The New Virtual Disk Wizard successfully completed.

Task Progress Status

Retrieve pool read/write node I Completed
Gather information Completed
Create virtual disk I Completed
Rescan disks Completed
Initialize disk I Cump‘ElEd
Update cache Completed
Create a volume when this wizard closes

<Previous | [ Next> | [ Close |[ Cancel

Close
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9. Click ‘Next’.

Before you begin

This wizard helps you create a volume, assign it a drive letter or folder, and then format it with a file
system.

Server and Disk

You can create a volume on a physical disk or a virtual disk. A virtual disk is a collection of one or
more physical disks from a previously created storage pool. The layout of data across the physical
disks can increase the reliability and performance of the volume.

To centinue, click Next.

[ Don't show this page again

<previous | [ Net> | | cCreate | [ cCancel

Mext =

dataorr

10. Select your server and disk to create your volume disk from. When completed, click ‘Next’.

Select the server and disk

Before You Begin Server:

Provision to Status Cluster Role Destination
» TESTI-N1 Online
Size

TEST1-N2 Orline Not Clustered  Local

Disk:

Disk Virtual Disk | Capacity = Free Space  Subsystem

Disk 71 o} 800G  797GB Storage Spaces
<Previous | [ Nest> | | creae | [ Cancel
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11. Specify the size of the volume disk. When completed, click ‘Next’.

Specify the size o%f the volume

Before You Begin Available Capacity:  7.97 GB

Server and Disk Minimunm size: 8.00 MB

Volume size: 797 [ce [~]

Drive Letter or Folder

<Previous | [ Next> | | Creste | [ Cancel

Mext =

12. At the step shown below, select ‘Don’t assign to a drive letter or folder’ if users need to add
virtual disks under cluster-shared volume and the letter assigned here will disappear.

=1 floc
Assign to a drive letter or folder
Before You Begin Select whether to assign the volume to a drive letter or a folder. When you assign 2 volume to 2
folder, the volume sppesrs 35 a folder within s drive, such as DAUserData,
Server and Disk
=2 (Mg - Assign to:
Drive or Falde © Drive letter:
File System Settings () The following falder:
. B
@ Don't assign to a drive letter or folder,
er-v
1ain
ng
<Previous | [ Mext> | | Creste || Cancel
nprover
Mext =
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13. Specify file system settings as NTFS for the volume disk. When completed,
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click ‘Next’.

i Initial Configuration Tasks -8 x
E DataON CiB-9220 Hyper-V Direct OOBE Wizard .M\dcmsSetverZO‘lzlE
ST T o T Iy o
% Create virtusl swiiches for _
B o cvsrmome i Select file system settings
T —
B ccbic Windows trrorfepd]  Server and Disk O
Size
- Detve Lamer o Exldar Valsme labet New Velume
W Erable Customer Exparind
[[] Generate short file names (not recommendad)
Confirmation Short fle names (8 characters with 3-character extensions) are required for some 16-bit
applications running on chent computers, but make fle operations slower.
Provision Cluster Storagy L ]
n Craste a stornge poc
a Create disks and volumes
[ A—
Deploy the Cluster w -
Q Validate and create the cluf
<Povoss | [ Net> | | crete Conce | >
Do - Ly

Mext =

14. Confirm settings for the volume disk. When completed, click ‘Create’.

Confirm selections

Before You Begin Confirm that the following are the correct settings, and then click Create.
Server and Disk
) VOLUME LOCATION
e Server TESTI-NT
Drive Letter or Folder Subsystem: Storage Spaces
File System Settings Virtual disk: Q
Disk: Disk 71
Free space: 797 GB

VOLUME PROPERTIES

Volume size: 797 GB
Drive letter or folder: Don't assign to a drive letter or folder.
Volume label: New Volume
FILE SYSTEM SETTINGS
File system: NTFS
Short file name creation:  Disabled
Allocation unit size: Default
<previous | | mext> | [ cCreste | [ cancel

Create

Page 23|42



data

15. Upon completion of the volume, click ‘Close’.

1 | New Volume Wizard - [o [
Completion

You have successfully completed the New Volume Wizard

Task Progress Status

Gather information C d

Create new partition C d

Format volume c d

Add access path C d

Update cache C d

Close

At this point, you have created a Failover Witness Volume for your system successfully. In the following
steps, we will show you how to create virtual disks and volumes, including how to setup a tier-storage
virtual disk.
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CiB-9470V1 Creating Virtual Disks and Volumes (including tier-storage setup)

In the following section, we will show you how to create Virtual Disks and
corresponding Volumes of each disk. Users can create as many Virtual Disks as
needed according to the instructions below.

1. On OOBE, click ‘Create disks and volumes’ to create your data volume.

Provision Cluster Storage 3 >
T create s s10rage poo Now loading...

-

T Now loading...

|y
A’ﬁ Create disks and volumes

2. Click ‘Next’.

0 New Virtual Disk Wizard EEIEN]
Before you begin

T This wizard helps you create a virtual disk from a storage pool.

Storage Pool Avirtual disk is a collection of one or more physical disks from a previously created storage pool.
The layout of data across the physical disks can increase the reliability and performance of the
virtual disk.

To continue, click Next.

[] Don't show this page again

3. Select storage pool. When completed, click ‘Next’.
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=] Initial Configuration Tasks =|a| x
o[-
™ Select the storage pool )
Befors You Begin Storage pook
p “ Pool Name Managed by Available to Capacity | Frel
- Virtual Disk Name ool’ S0406-1-N1, S0406-1-...  SD406-1-N1, SD406-1-... 945 T8
[ o
| =
< i [ 5
<Previous | | Npst> Create Cancel
§
e '| =
m Validate and create the cluster Cluster Status Not created |
[
[] Do ot shaw this window at the next lagon.

4. Specify virtual disk name and optional description for the data volume. Mark ‘Create storage
tiers on this virtual disk’ if users need storage tiers on VDs. When completed, click ‘Next’.

Specify the virtual disk name

Before You Bagin MName: Data

Storage Pool

Description:

Storage Layout

[¥] Create storage tiers on this virtual disk
Storage tiers enable automatic movement of the most frequently accessed files to faster (S50)
storage.

0 You cannot remove storage tiers from a virtual disk after it is created.

[] Create storage tiers on this virtual disk
Storage tiers enable autornatic movement of the most frequently accessed files to faster (S50)

storage. | Nt = |

5. Select storage layout for the data volume. When completed, click ‘Next’.
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Select the storage layout

Before You Begin

Layout: Description:
StbragE Pl Simple Data is duplicated on two or three physical disks, increasing
reliability, but reducing capacity. This starage layout requires at
Virtual Disk Name
Parity

least two disks to protect you from a single disk failure, or at

least five disks to protect you from two simultaneous disk
failures.

<Previous | | Newt> | | create | [ Cancel

6. Select resiliency settings for the data volume. When completed, click ‘Next’.

Configure the resiliency settings

Before You Begin

Resiliency type:
Storage Pool

® Two-way mirror
Virtual Disk Name

Storage Layout

Stores two copies of your data, helping to protect you from a single disk failure. This option
requires at least two disks.

) Three-way mirror

Stores three copies of your data, helping te protect you from two simultaneous disk failures,
This option requires at least five disks.

<Previous | [ Next> | | Create | [ Cancel
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7. Choose the provisioning type for the data volume. When completed, click ‘Next’.

Specify the provisioning type
Before You Begin Provisioning type:
Storage Pool O Thin
— The valume uses space fram the storage pool as needed, up to the volume size.
® Fixed
Soragel Ayoul The volume uses space from the storage pool equal to the volume size.
Resilizncy Settings
Provisioning
Size
<Previous | [ Net> | [ create |[ cancel
Mext =

8. Specify the volume* of SSD and HDD that you wish to assign for the virtual disk respectively.
When completed, click ‘Next’.

windl  Specify the size of the virtual disk

- Before You Begin Free space in this storage pool: 462 TB

Sterage Pool Specify how big the two tiers of your virtual disk should be.

Virtual Disk Name
—] storage Layout Faster Tier (SSD) Standard Tier (HDD) |
Cl Resiliency Sewings Free space: 272 GB Free space: 4456 GB
] Provisioning O Specify size: 7) Specify size:

272 G |~ 4456 (e [+

Confirmation
i ® Madimum size ®) Maximum size
volu
—] Virtual disk size: 462 T8 |
e
= an
wal

0 The virtual disk might take additional space to create a write-back cache.

Mext =

*Troubleshooting: we have seen an issue that users may occasionally encounter as the figure
shown below. Please refer to page 44 for troubleshooting.
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Could not retrie

Before You Begin
Sterage Pool
Virtual Disk Name
Storage Layout
Resilisncy Setiings

Provisioning

Specify the size of the virtual disk

information.

Free space in this storage pool: Loading..

Specify how big the two tiers of your virtual disk should be.

Faster Tier (SSD)

Free space: Loading..

@ Specify size:

O Maximum size

Standard Tier (HDD)

Free space: Loading..

|@®) Specify size:

O Maximum size

Virtual disk size:

O The virtual disk might take additional space to create a write-back cache.

< Previous | |

Next> | [ Create ||

‘Cancel

9. Confirm settings and volume assignment. When completed, click ‘Create’.

TOE0E-T

TP FroviaE CIUSTEr RaME nd BOman Tigster Name -
B eiewnd|l  Confirm selections
" Ervable Cust Befors You Begin Confirm that the following are the correct settings, and then click Create.
(M Ensbie Cust
to ol
Rage. 200 VIRTUAL DISK LOCATION
Virzual Disk Name ~Hun S
Storage Layout Subsystem: Storage Spaces
Provision Cl Resiliency Settings Storage pool name: pooll T
Provisicning Stanis: Degraded
ﬁ Create a stof Free space: 945TB
Size
VIRTUAL DISK PROPERTIES
Wi creote i Name: Data
> Storage tiers: Enabled
ﬁ Create volu Storage layout: Mirror
Resiliency type: Tovo-weay mirar L
Deploy the Provisioning type: Fixed @&
Requested size: 462TB
a Validate an: Faster (S5D) tier size: 272GB
Standard (HDD) tier size: 435 TB !
Cluster-Awa &
B se cuuster
secure and
cnable upd [ Nen» L

[_] Do not show this windaw at the next logon,

Create
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10. When completed, select ‘Create a volume when this wizard closes’ and click ‘Close’.

View results

The New Virtual Disk Wizard successfully completed

Task. Progress Status
Retrieve pool read/write node

Gather informaticn
Create virtual disk

Rescan disks

Initialize disk
Update cache

I R R R R}

| Create a volume when this wizard closes

<Previous | | Net> | [ dofx || Cancel

11. Then, users need to create volume for new virtual disk created. Click ‘Next’.

Before you begin

Server and Disk

This wizard helps you create 3 volume, assign it a drive letter or folder, and then format it with a file
system.

Vou can create 3 volume on a physical disk or a virtual disk, A virtual disk is a collection of one o
more physical disks from 3 previously created storage posl. The layout of dats across the physical

disks can increase the reliability and performance of the volume.

To continue, click Next.

[ Den't show this page again

<Previous | [ Nest> | [ create | [ Cancel

Mext >
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12. Select your server and disk to create your volume from. When completed, click ‘Next’.

Select the server and disk

Before You Begin SV
Praovision to Status Cluster Role Destination
— Size S0406-1-N1 Online Not Clustered Local H
) $0406-1-N2 Online Not Clustered Local [
1
Disk:

T Disk Virtual Disk  Capacity Free Space  Subsystem ]
B Data 462 TB 462 TB Stora 30 L
!

o

]

b < Previous | | Next» E& Create | [ Cancel

i’

Mext »

13. At the step shown below, select ‘Don’t assign to a drive letter or folder’ since users need to add
virtual disks under cluster-shared volume later and the letter assigned here will disappear.

£ 1 {lx
Assign to a drive letter or folder
Bafore You Begin Select whether to assign the volume bo a drive letter ar & Falder, When you assign 8 valume to 8
feider, Appearsaca ithin a drive, such as
" Sexver and Cisk
&2 M3 o Assign te
T oo
File System Settings ) The fallawing folder
e
aia
g
[ <prevees | [ Nt crete | [Tesoce 7]
npeoes
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14. Specify system settings for the volume. When completed, click ‘Next’.

Select file system settings

Before You Begin File system: NTFS :
Server and Disk R B

Size

Drive Letter or Folder Valume label: New Volume

[] Generate short file names (not recommended)
Confirmation Shart file names (8 characters with 3-character extensions) are required for some 16-bit
applications running on client computers, but make file operations slower.

<previous | [ Next> | | Creste |[ cancel

15. Confirm volume selections. When completed, click ‘Create’.

Confirm selections

Before You Begin Confirm that the following are the correct settings, and then click Create.
Server and Disk VOLUME LOCATION 1
e Server 50406-1-N1 H
Drive Lefter or Folder Subsystem; Storage Spaces
File System Settings Virtuzl disic Data ]
Diske Disk 4
Free space: 46278
VOLUME PROPERTIES
Volume size: 46278
Drive letter or folder D
Valume labek: New Volume |
FILE SYSTEM SETTINGS L]
File system: NTES
Short file name creation: Disabled
Allocation unit size: Default i

Create

dataony
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16. Upon completion, click ‘Close’.

Completion

You have successfully completed the New Volume Wizard.

Task
Gather information
Create new partition
Format valume

Add access path
Update cache

Progress Status
I Completed
Completed
I (ompleted
Completed

I Completed

< Previous Next > Clnf Cancel

Close

dataorr
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CiB-9470V1 Validation and Creation of the Cluster

1. On OOBE setup, click on ‘Validate and create the cluster’.

Provision Cluster Storage

ﬁ Create a storage pool Now loading...

1 ﬁ Create disks and volumes Now loading...

Create volumes

Deploy the Cluster
a Validate and create the cluster Cluster Status Mot created
& Validate and create the cluster
2. Specify cluster management name. When completed, click ‘Next’.
e
% Cluster Management Name
Sk Modify the cluster management name as nesded
Cluster Management Name
Review Settings and Create Cluster managemert name:
Failover Cluster ‘C‘m ‘
Confimation
One or more IPvd addresses were corfigured automatically
<Frevious || MNets | [ Cancel
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3. Verify cluster settings. When completed, click ‘Create’.

Steps:

Cluster Managemert Name

% Review Settings and Create Failover Cluster

To corfigure the cluster with the following seftings, cick Create.

Review Settings and Create
Failover Cluster Cluster settings:
Corfirnation Create failover cluster

[>]

luster name: C-9220
DHCP address on network: 192.168.7.0/24

Using cluster nades:
Node 1 focal)
Neds 2 (C5220N2)

Migration of vitual machine for domain cortroller:
Vintual machine OBE-DC will be migrated to Volume E:

<

<Provious || Create

4. Once completed, OOBE setup success.

% Confirmation
Steps:

Cluster Management Name

Review Settings and Create
Faiover Cluster

Confimation

@ You have successfully completed the Cluster Validation and Setup Wizard.

Tasks | Emors

Task Status

@ Create cluster Success
@ Frepare storage for vitual machine Success
@ Movs vitusl machine storags Success
(€ Add vitual machine to cluster Succsss
(& Save machine pool Success

Failover cluster corfiguration settings can be changed using the Failover Cluster
Manager snap-n

dataony
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5. Afterward, go to “failover cluster manager” and add all volumes to “cluster shared volume”:

SESILrr
Name Status Assigned To Owner Node Disle Number Capacity Information
4 n_u siiorage Cj Cluster Disk 1 IEZ' Online Available Storage SOFS52 74 373GB
&3 Disks Ha (@ orine Disk Witnessin Quoum ~ SOFSS3 % 8.00GB
% %Ets:;:i Cf V1 '?.‘ Online Available Storage SOFSS2 99 196 TB
o 2 (#) Orline Available Storage SOFS52 103 15 TE
2v3 (#) Orline Available Storage SOFS52 102 15 TE
:j V4 Orline Available Storage SOFSS2 101 156 TB
Cj V5 Orline Available Storage SOFSS2 104 1.96 TB
&4 ve #) Orline Available Storage Py @ 196 TB
Take Offline
L Simulate Failure
8 | Add to Cluster Shared Volumes
Maore Actions »
w | Remove
7. After few seconds waiting, you would be seeing the change made:
Roles
= Nodes MName Status Assigned To Owner Node Disk Number Capacity Irfarmation
El u. S_t_orage &3 Cluster Disk 1 (%) Orline Available Storage SOFS52 74 373GE
d Disks Ha Disk Witness in Guerum SOFSS3 %9 8.00GE
13 getfvooorll(ss Ci W1 Cluster Shared Volume SOFS52 101 15 TB
Cluster Events a2 Cluster Shared Volume SOFS53 100 196 TB
an V3 Cluster Shared Volume SOFS53 102 196 TE
= va Cluster Shared Volume S0F553 0 196 TE
W5 Cluster Shared Volume S0F552 100 196 TE
V6 Cluster Shared Volume S0F552 59 196 TE
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lll. CiB-9470V1 Troubleshooting

A. Failure in the process of creating virtual disks

- Users may encounter this issue while creating virtual disks as shown below:

MESEL21 AUCH - Cluctas
- I:I-

a New Virtual Disk Wizard

Specify the size of the virtual disk

(®) Could not retrieve storage pool informatien. %

Before You Begin

Free space in this storage poal: Loading...

Specify how big the twa tiers of your virtual disk should be.

Faster Tier (SSD) Standard Tier (HDD)

Free space: Loading... Free space: Loading...

Resiliency

Pravisioning (@) Specify size: i@ Specify size:
(@[] [@ [

O Maximum size

O Maximum size

Virtual disk size:

O The virtual disk might take additional space to create a write-back cache.

< Previous Next > Create Cancel

-Therefore, users need to use traditional way to create VDs. Please see following steps.

1. Please find the icon for “server manager” which is pinned on taskbar and click on it. The icon is

right beside windows button.

Cluster-Aware

[] Do nat show this

= -
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2. Then, you will see a screen as shown below:

WELCOME TO SERVER MAMAGER

 Local Sem i

B A5 Servers o Configure this local server
B File and Storage Senaces b o ol L
B Hypery

ROLES AND SERVER GROUPS.

5 ;::;(':5‘“"‘9' 1 B Hyperv 1 B Loosl Server 1 B A servers 1
(©) Manageabiley @ Mamagrabiiey (£ Manageabiiny @ Managesbitey

Events Evenss Lvents Events

Services Services Services Services

Performuance Performance Performance Performance

EPA results BPA remilts EPA rend =5 BPA results

3. Please find the “file and storage service” option on the left side and click on it:

28 Dashboard

B Local Server
BE All Servers

ii File and 5torage Services P
m Hyper-V

4. Then, users can see the pool and virtual disks which have been created:

. STORAGE POOLS
Sareers st e |1t o

VIRTUAL DISKS PHYEICAL DIEKS
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5. Right-Click on “pool-1” and create “New Virtual Disk”:

- STORAGE POOLS
Servers 44 sserage pock | ot

5 @e @

M Virnoa Dk

VIRTUAL DISKS PHYSICAL DISKS

6 PrysDak! (MBS-NY
4 PropsclDak!] MES-NT)
1 PhysesDikh (MBENT)
5 PyseaDaki2 (MES-N1)
2 PhyscsDakd MBS-NY)
9 PhyscuDeaid (MES-NT)

FrypscalDiak? (MBS-N1)
0 PrysceDaiT MBS-NT)
10 PryscalDiaks (uBS-NT)
B Physcalickd (MBS-NT)

Afterward, users will see a pop-up window which is same as the OOBE wizard populates, follow the
steps to finish creating virtual disks.*
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B. Communication Failure With Other Node During Initial Steps
- If users see a pop-up window as shown below, please refer to the following steps:

Set Up Windows %

.'@'. The following error(s) occurred:

' Mo end points were found during nede discovery.
Cannot establish communication with all remote nodes,
Automated setup cannot proceed until all remote nodes are accessible.
Ensure all rernote nodes are powered on and connected to the network.
As applicable, refer to the OEM product documentation for information

on available connection options.

After all rerote nodes are turned on and connected, it may take several
minutes before Setup can resume.

Retry Cancel

1. In this case, users can press Alt+Tab to move to the window above and use Tab or Right Arrow
to highlight “cancel” option and cancel.

Afterward, users can expect to see the screen below:

Set Up Windows

~ , Do you want to ignore all remote nodes? If so, you must run the wizard

' manually later to configure all remote nodes,

40 | 42



data

2. Click on “Yes”, switch to Node2 and repeat the step 1 and 2. Upon completion, users should see
the following screen on both Nodel and Node2.

DataON Storage L.
2 Wiore from DatON Storage There are more detail info in web site

View Connection Status [% )
¥ Connect to remote nodes Connection Status Failed to discover remote nodes,

L Unable to discover all remote nodes, Unable ta
discover any remote node.
The IP address of the current nade is 160.254.183.114,
Please logon to each remote node to identify the IP
address displayed in the correspanding message area.
Then return to the first nade and click the Connect...

Configure Networking Z
Configure Settings &
T Set time zone Time Zone (UTC-08:00) Pacific Time (US & Canada)
3 provide cluster name and domain Cluster Name
Domain
l," Enable Windows Error Reporting Windows Error Reporting off

3. We use Node2 as the master node as an example, then Nodel becomes the “remote node”.
The IP address of each node is shown under “Connection Status” column as the figure shows:

View Connection Status

R&' Connect to remote nodes Connection Status Failed to discover remote nodes.

(1 Unable to discover all remote nodes, Unable to
discover any remote node.
The IP address of the current node is 169.254.183.114.
Please logon to each remote node to identify the IP
address displayed in the corresponding message area.
Then return to the first node and click the Connect...
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4. Go to the master node (which is Node2 in our case), click on “Connect to remote nodes), type
the IP address of the node users wish to connect (Nodel) and click “Apply”:

DataON Storage

B More from DataON Storage There are more detail info in web site

View Connection Status

B
'.&" Connect to remote nodes

/1 Unable to discover all remote nodes, Unable to
discover any remote node.

Configure Settings
]

Set time zone

B Drrwicde lictor name and dnmain Cluctar Nama

The IP address of the current node is 169,254,230, The expected number of remote nodes is 1. Please logen to
Please logon to each remote node to identify the each remote node and determine the IP address for each
address displayed in the corresponding message remote node. This is usually displayed in the associated
Then return to the first node and click the Conned message area of the same task in Initial Configuration Tasks.

Afterwards, return to this node and enter 1 comma-separated
IP add in the text box below.

Configure Networking 169.254.183.114)

& Canada)

5. After 5-10 seconds, users can expect to see a screen as follows:

et

View Connection Status

o=
'.5" Configure networking for Node 2 (160.254.183.114) NIC2 - Left
NIC1 - Right
NICO - Cluster

'."' Connect to remote nodes Connection Status Connected

Configure Networking

‘Ts". Configure networking for node 1 (local) NIC2 - Left Not connected
NICO - Cluster IPv4 address assigned by DHCP, IPv6 enabled
NIC1 - Right IPv4 address assigned by DHCP, IPv6 enabled

Not connected
IPv4 address assigned by DHCP, IPv6 enabled
IPv4 address assigned by DHCP, IPv6 enabled

6. Hereafter, users can finish the configuration through basic steps as we have shown earlier.
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